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Introduction	
 

Here, at first, a short introduction about the Thermo-Fluid engineering has been given. 

Then soft computing techniques and their scope have been discussed in details. Why soft 

computing based techniques should use to handle the increasing complexities in the 

analysis of thermo-fluid problems have discussed in the next section.  Then detailed 

discussions about the scope of work for the present thesis and corresponding literature 

review have been made. The gaps in the literatures and motivation behind the selection of 

the problems for the present thesis have been described after that. Then aims and 

objectives for the present work have been stated. Contributions made by the scholar have 

been stated after that. At last the layout of the thesis has been described. 

1.1	Introduction	to	Thermo‐Fluid	Engineering	
Energy is one of the key factors for the sustainable development of any human endeavour 

and also is the most essential element in the progress of science and technology. 

Engineering activities involve the extraction of energy (truly speaking the usable from of 

energy) from natural resources, its storage, exchange and transformation. The 

development of various disciplines of engineering is motivated by such activities. For 

example, one can name fluid dynamics and heat transfer. These two closely-related 

disciplines have been studied thoroughly and researched extensively mainly due to their 

importance in the field of energy. 

 Like many other engineering subjects, the understanding of both fluid dynamics 

and heat transfer was developed initially through experimental research. Gradually, 

scientists could translate their understanding in terms of physical theories and 

mathematical formulations. Then onwards, the research in these fields displayed an 

interwoven texture of both experimentation and theoretical prediction, as they supplement 

each other to a very great extent. Nevertheless, neither of these techniques is free from 

limitations. Experiments are time consuming and costly. Moreover, the physics revealed 

through experimentation is often limited due to inadequacy of the measurement 

techniques. The development and application of theoretical techniques faced a unique 

difficulty. It is a well-accepted fact that both fluid dynamics and heat transfer involve 

complex physics and are characterized by highly non-linear behaviour. Analytical 

solutions of the basic conservation equations often become formidable, if not impossible. 

The development of computational techniques and the growth of computational power 
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over the years paved the path for the use of theoretical analysis for many practical 

problems. Much of the advancement in the field has been the result of first-principle 

analyses for the simpler phenomena, supplemented by experimental correlations for the 

more complex ones, for which the physics is either unknown or too formidable. 

 However, with the growth of technology the demand domain for theoretical 

analysis has been extended from straight forward equipment design and process analysis 

to optimization; online control; fault diagnosis; simulation of multi-scale, multi-physics 

complex systems; solutions of inverse problems etc. Hard computing techniques 

(Physics-based modelling and straight forward conventional techniques for their 

solutions) are often inadequate, time and cost intensive for such problems. 

1.2	Soft	Computing	and	its	Scope	
Past nearly three decades have seen enormous stride for the development of a special 

class of computation, radically different from the conventional computation of physics-

based models (here after referred as hard computing), that can be loosely grouped 

together under the general term: soft computing. This development has been motivated by 

increasingly broader applications, which are difficult to handle by conventional 

approaches. Since, at the same time, relatively powerful computers have become 

commonly available, applications of these methods are quickly spreading to many areas 

of science and engineering outside the field of computer science, especially for complex 

systems, where the traditional methods have failed to be useful. 

This is a highly multi-disciplinary activity. It involves concepts and methods from 

mathematics, computer science and engineering. Most interestingly, it borrows ideas from 

many natural phenomena as well as the behaviour and the functioning of living 

organisms. The strength of this work is to merge ideas, concepts and methods from these 

diverse areas and illustrate an optimization framework that is particularly tailored for 

practical engineering problems 

The term ‘soft computing’ was introduced by Prof. Zadeh (1992). Soft computing 

can be described as the computer science part of bionics, where the understanding and 

transformation of principles from nature into engineering problems are investigated. 

Some of its principles are based on simplistic models of human intelligence and 

evolutionary experience, can be realized by very simple computational steps and often 

accompanied by a very large number of repeated or recursive computational cycles. 

The functioning of human mind is tolerant of uncertainty, imprecision and partial 

truth. Hence, the name ‘soft computing’ is very befitting. It is obvious that under such 
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preconditions, straight forward hard computing techniques based on the first principle 

will not succeed. Soft computing on the other hand, mimics many of the properties of 

living beings to achieve tractability, robustness and low solution cost. Soft computing is a 

collection of different biologically-inspired methodologies, such as evolutionary 

algorithms like Genetic Algorithm (GA), neural computing like Neural Networks (NN), 

Fuzzy Logic (FL); engineering-inspired methodology, namely Simulated Annealing (SA) 

(inspiration come from annealing in metallurgy); statistically-inspired methodology like 

data mining etc. These methodologies and their different combined forms like GA-NN, 

NN-FL, GA-FL, GA-FL-NN exhibit superior capability in tolerating the impression and 

uncertainty of the problem and  provide an option to solve problems that are 

computationally complex or mathematically intractable. It is interesting to note that each 

member of this family is based on very different natural phenomena and is able to 

perform some specific type of tasks. For example, GA is a powerful tool for search and 

optimization, which works based on Darwin’s principle of natural selection (that is, 

survival of the fittest). NN is an important tool for learning and adaptation. NN adopts the 

way human beings process information through the natural neural system. FL is a 

potential tool for dealing with impression and uncertainty. Each of these members has its 

inherent strength and limitations. In coupled techniques (like GA-NN, NN-FL, GA-FL, 

GA-FL-NN), two or three constituent tools are combined to get the advantages from both 

of them and to remove their inherent limitations. Thus, the main advantage provided by 

soft computing stems from the fact that the functions of the constituent members are 

complementary and synergistic in nature, as there are no competitions among themselves. 

Therefore, different techniques can readily be combined to increase the capability of 

problem solving.  

Soft computing does not require any extensive mathematical formulation of the 

problem. Algorithms developed based on soft computing are adaptive in nature and can 

accommodate the changes of a dynamic environment. In recent years, the uses of soft 

computing-based methodologies have received much attention as an alternative approach 

to cope with real-world problems. They have been used in a wide variety of applications 

in both the natural and engineering sciences, among which are decision making, pattern 

recognition, system control, information processing, natural languages, optimization, 

speech recognition, vision and robotics etc. Each member of the soft computing family 

has received in-depth development in the recent past. Moreover, different combinations of 

these techniques are also being tried continuously. 
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1.3	Why	Soft	Computing	in	Thermo‐Fluid	Engineering	
With the increasing demand for better utilization of energy, compactness of system, 

environment friendly operation, accurate control, safety and reliability, engineering 

systems are becoming more complex. Thermo-fluid systems are no exceptions. As a 

consequence, engineers are required to use multifaceted tools comprising of physics-

based theoretical analysis, correlations derived from experiments, heuristics as well as 

techniques from the domain of soft computing to achieve the effective yet competitive 

solutions. Engineers have recognized that the techniques based on soft computing have 

much to offer, when the ultimate goal is to detect and make use of patterns rather than to 

uncover new physics. Accordingly, an upsurge in the application of these techniques to 

thermo-fluid problems has been noticed in the recent past. 

To clarify the above points further, one may take the example of a typical thermal 

system like heat exchanger. Heat exchangers are of diverse configurations and 

constructions. Fin-tube heat exchangers (as shown in Figure 1.1) are very common in 

HVAC (Heating, Ventilating, and Air Conditioning) applications and can be considered 

for the present purpose. In a fin-tube heat exchanger, air passes through the finned 

passages while the refrigerant flows through the tubes in a cross-flow arrangement. A 

common engineering problem could be the prediction of the exit temperature of the fluid 

streams for known inlet parameters and heat exchanger geometry. Such a prediction 

becomes a formidable task, if it is attempted from the first principle (say, different 

conservation equations). The factors, which complicate the situation are maldistribution 

of refrigerant from the header, entrance length and bend effect on flow and heat transfer, 

variation of air temperature along the fin length, vortices in the neighbourhood of tube-fin 

junctions, effect of natural convection, if any, phase change of the tube side fluid, axial 

conduction through the metallic matrix and axial dispersion through the fluid etc. It may 

be noted that the list is far from the exhaustive. In most of the cases, the conventional 

analysis ignores these complicacies. In fact, even though separate analysis can be done for 

one or a couple of factors together, it becomes impossible or cost-prohibitive to 

incorporate all the factors together. Then, one may think of the complicacies, which occur 

in such heat exchangers during dynamic operation. These include fouling, frost growth, 

movement of the two-phase boundary in the tube side, movement of the dry and wet 

region boundary on the fin side. In many cases, deterministic modelling is not possible for 

these phenomena. One may imagine well the shortcomings of a deterministic model, if 

the equipment is to be controlled based on real-time performance prediction. 
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Figure 1: 3D view of a fin-tube heat exchanger. 
 

It may be noted that traditionally, empirical relations are used to circumvent some 

of the difficulties narrated above. But, conventional practices of deriving empirical 

relationship are not free from human bias. They are often very static input-output 

relationships, which fail to take care of the inherent dynamics, non-linearity and 

fuzziness. These limitations become prominent in problems of control, fault diagnosis and 

prognosis. Different techniques of soft computing can be used judicially to obtain the 

engineering solution of many such problems. It is, therefore, not surprising to see that that 

a number of endeavours have been made in the recent past to apply soft computing 

techniques in diverse problems of the thermal engineering. It is also interesting to note 

that several researchers, renowned for their contributions in hard computing, are 

favouring soft computing techniques for some typical problems in thermal engineering. A 

quick glimpse of this activity can be appreciated from the brief survey given in the next 

paragraph.  

Sen and Yang (2000) extensively described the soft computing-based 

methodologies: NN and GA, and their scope in the field of thermal engineering. For the 

control of thermo-fluid equipment, the use of  fuzzy logic (Santos and Dexter, 2002; 

Petermeier et al., 2003; Ghosh et al., 2005; Ruiz-Mercado et al., 2006; Maidi et al., 2008; 

Annand and Jeyakumer, 2009; Stephen et al., 2010), neural network (Diaz et al., 2001a, 
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2001b, 2004; Varshney and Panigrahi, 2005; Davis et al., 2008; Moon et al., 2009) and 

combined neural network and simulated annealing (Sarkar and Modak, 2003) had 

demonstrated considerable advantage. The detail scopes of soft computing techniques in 

the field of thermal control had been discussed by Sen and Goodwine (2002) and Sen 

(2003). In diverse thermal systems, heat exchangers are very common. NN had frequently 

been used for the prediction, simulation and modelling of heat exchangers (Pacheco-Vege 

et al., 2001a; Pacheco-Vege et al., 2001b; Riverol and Napolitano, 2002; Islamoglu, 2003; 

Islamoglu et al., 2005; Lecoeuche et al., 2005; Kumar et al., 2006; Xie et al., 2007; 

Fadare and Fatona, 2008; Duran et al., 2009; Peng and Ling, 2009). For the optimal 

design of heat exchangers (Ozkol and Komurgoz, 2005; Hilbert et al., 2006; Selbas et al., 

2006; Ozcelik, 2007; Kumar et al., 2008; Cavazzuti and Corticelli, 2008; Xie et al., 2008; 

Wu et al., 2008; Ponce-Ortega et al., 2009; Copiello and Fabbri, 2009; Mohagheghi and 

Shayegan, 2009) and synthesis of heat exchanger networks (Dipama et al., 2008; Luo et 

al., 2009; Ravagnani et al., 2005; Ponce-Ortega et al., 2008), GA had been used by 

several researchers. SA-based approach had been used by some researchers (Wei-zhong 

et al., 2008; Wei-zhong and Gang, 2009) for the optimal synthesis of heat-integrated 

distillation. A combination of GA and SA was used by Ma et al. (2007, 2008) to 

synthesize the multi-stream heat exchangers network. Compact heat exchangers had been 

simulated by Pacheco-Vega (2002) using soft computing-based technologies.  

A detail review of the utilization of GA in heat and mass transfer problems had 

been made by Gosselin et al. (2009). They showed that although the GA had been 

developed in 1970s, the utilization of GAs in the field of heat transfer is more recent. In 

particular, the last couple of years had seen a sharp increase of interest in GAs for the heat 

transfer-related optimization problems. Several simulations need to be performed in a GA 

operating procedure but, the computational times required for most of the numerically 

simulation problems, in which heat transfer community is interested, are very long. 

Therefore, the overall computational time required for the complete GA run could be 

prohibitive, if the design simulation involves CFD analysis. This is probably the reason 

behind the fact that utilization of GA in heat transfer problem is more recent. 

In some other recent review papers, Yang (2007, 2008) showed that several soft 

computing and artificial intelligence-based methodologies were able to provide very 

promising results to deal with the type of complexity mentioned above. He concluded that 

though the tools developed based on soft computing technique are ideal to handle the 

increased complexity in thermo-fluid engineering, their applications to thermal problems 

are still rather tentative. In those reviews, he described the soft computing-based 
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methodology as a new paradigm for analysing thermal problems. His review will 

encourage many more thermal engineers and practitioners to seriously consider soft 

computing techniques for treating future critical thermal problems, which are difficult to 

treat by traditional means. 

1.4	Scope	of	the	Present	Study	and	Literature	Review	
In the previous section, it has been emphasized that the traditional methods (analytical, 

computational and experimental) alone may fail to provide any successful practical 

solutions for many of the complex real-life thermo-fluid problems. In some cases, they 

cannot be solved solely by the traditional methods. Incorporation of suitable soft 

computing-based methodologies can improve the solution or can reduce the cost and 

effort of obtaining it. Consequently, the emphasis has been given in the present work on 

the synergetic combination of the conventional techniques of investigation with soft 

computing-based methodologies.  

It goes without saying that a large number of thermal-fluid engineering problems 

can be benefitted by the application of soft computing based techniques. However, within 

the limited scope of the present dissertation, four problems have been carefully selected to 

establish the flexibility and versatility of this approach. In all the problems, either CFD 

analysis or experimentation has been amalgamated with one or more soft computing tools 

to arrive at a better solution. The general introduction and brief literature review for each 

of these four problems are given below separately. 

1.4.1	Duct	shape	optimization	through	hybrid	computing	
Shape	 optimization: Optimization has become an inseparable step of the design 

process in many of the engineering systems. From the engineering point of view, the main 

motive for the optimum design has been a reduction in initial cost, operating cost or both 

under a set of constraints, which are dictated by the diverse parameters like process 

requirements, available infrastructure, safety, environmental concern etc. Based on the 

above goal, a set of design variables is optimized. For a thermo-fluid system, such 

relevant output variables could be shear stress in biomems, efficiency of a pump, rate of 

heat transfer in a cooling system, drag of a car body or pressure drop in a pipe network. 

Such optimization exercise not only aims to find out the suitable process parameters but 

also often seeks the optimum shape of the physical system.  

Shape optimization is a classical problem. From time immemorial, it was known 

that a curve of a given length encompasses the largest area if it becomes a circle. One can 

also refer to the Brachistochrone problem, which was posed to the then scientific 
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community by Johann Bernoulli in 1696 (Padra, 2006). In this problem, one needs to find 

out the shape of the curved path between two points in a vertical plane such that a point 

mass takes the minimum time to slide along it. Even a genius like Sir Isac Newton was 

attracted to the mathematical rigor of the problem and the result was the beginning of 

calculus of variation! (Padra, 2006; Desaix et al., 2005). Over the years, various shape 

optimization problems have been taken up by the scientific and engineering community. 

As the present work is concerned with the optimum design of a fluid flow system, a brief 

overview of some of the shape optimization exercises in thermo-fluids engineering is 

given below. 

The process of optimization for thermo-fluidic systems most often contains two 

steps. The objective function is computed from the hydrodynamic and heat transfer 

simulations through various analytical or numerical methods. An optimization algorithm 

is used next to determine the design variables, which optimizes the objective function. 

Again, diverse techniques of optimization ranging from classical gradient-based methods 

and search algorithms to evolutionary programs are in use. Fabbri employed a Genetic 

Algorithm (GA) for the optimization of both corrugated wall channel (Fabbri, 2000) as 

well as internally finned tubes (Fabbri, 1998; Fabbri, 2004). Arrangement and 

determination of optimal shapes of staggered pin fins in the channel of a plate heat-

exchanger was attempted by Lee et al. (2001). A numerical and experimental geometric 

optimization for general staggered configurations had been studied by Matos et al., 2004, 

to maximize the total heat transfer rate among a bundle of finned or non-finned tubes in a 

given volume. By using various multi-objective optimization methods, optimal results for 

a micro-heat-exchanger had been obtained by Okabe et al., 2003. 

A large volume of work had been carried out on shape optimization of fluid flow 

systems relevant to aerodynamics applications (Mohammadi and Pironneau, 2001; 

Dulikravich, 1992). Falco (1997) carried out optimization of aerofoil shapes using 

evolutionary algorithms. Multi-objective design optimization in aerodynamics and 

electromagnetics was conducted by Mäkinen et al. (1998). Several non-linear 

optimization problems related to general fluid flow had been solved using gradient-based 

optimization tools by various investigators (Baysal and Eleshaky, 1992; Reuther et al., 

1999a, 1999b; Bängtsson et al., 2003; Mohammadi et al., 2003). A shape optimization of 

cut-off in a multi-blade fan/scroll system was done by Han and Maeng (2003) using two 

dimensional CFD. A flow solver and a mathematical optimization tool (implementation 

of a trust region-based derivative-free method) were combined and used as an integrated 
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procedure by Lehnhauser and Schafer (2005) for the shape optimization of a fluid flow 

domain. 

Diffusers or nozzles are integral parts of many flow systems. A diffuser is used to 

connect a lower diameter pipe with a larger diameter one. The main purpose of using 

diffuser is to either recover static pressure or minimize total pressure loss in a pipe/duct. 

An improperly designed diffuser may lead to flow separation and excessive consumption 

of pumping power. It may also produce a flow mal-distribution in the downstream, which 

is not acceptable in many applications. Moreover, a constraint of restricted length is often 

imposed on the design. As a result, designing the optimum shape of a diffuser had been 

the subject of investigation for many researchers during the last decade. Optimum design 

of a straight-walled diffuser was obtained by Kline et al. (1959). Four common 

optimization problems were analyzed and optimal solutions were located in relation to the 

overall flow regimes in terms of geometrical parameters for the straight-walled unit. The 

performance of a straight two-dimensional diffuser had been studied and analyzed by 

Reneau et al. (1967). The effect of wall shape on flow regimes and performance had been 

studied in a straight two-dimensional diffuser by Carlson et al. (1967). The profile of a 

plane diffuser with given upstream width and length had been optimized to obtain the 

maximum static pressure rise by Cabuk and Modi (1992). The steady-state Navier-Stokes 

equation was used to model the flow through the diffuser considering two-dimensional, 

incompressible and laminar flow. A set of adjoint equations had been solved to get the 

direction and relative magnitude of change in the diffuser profile that lead to a higher 

pressure rise. Repeated modification of the diffuser geometry with each solution to the 

direct and adjoint set of partial differential equations leads to a diffuser with the 

maximum static pressure rise. Geometries for three-dimensional viscous flow had been 

optimized by Svenningsen et al. (1996), applying quasi-analytical sensitivity analysis. 

The optimization tool had been applied on a two-dimensional laminar diffuser in order to 

maximize the pressure recovery by contouring the divergent wall section and the 

performance of the diffuser was found to improve by about 5% compared to that of 

straight-walled geometry. A response surface technique had been used to optimize the 

shape of a two-dimensional diffuser subjected to incompressible turbulent flow by 

Madsen et al. (2000). The shape of diffuser wall was described using polynomial and B-

splines with two and five design variables, respectively. They also applied monotonicity 

condition, which drastically reduced the design space. Growth-Strain Method was used 

for shape optimization in a flow system by Maeng and Han (2004). They optimized the 

shape by assuming a distributed parameter like dissipation energy to be uniform in a flow 
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system. A diffuser had been optimized using the Support Vector Mechanics (SVM) by 

Fan et al. (2005). The SVM was used to construct a response surface. In that study, the 

optimization was performed on an easily computable surrogate space. Shape optimization 

was carried out by Goel et al. (2007) to improve hydrodynamic performance of diffuser 

vanes of a pump stage. Bezier curves and circular arcs had been used to define the shape 

of the vanes. To identify the regions of the vane that have a strong influence on its 

performance, surrogate model-based tools were used. In the absence of manufacturing 

and stress constraints, optimization of the vane shape led to a nearly 8% reduction in the 

total pressure losses compared to the baseline design by reducing the base separation. 

The shape optimization of systems involving fluid flow has been considered for 

the present thesis. However, one needs to be cautious in selecting the optimization 

technique for the present nature of the problem.  

	Hybrid	 computing:	 Hybrid computation can be assumed as the application of the 

philosophy of hybrid systems in the field of computation. Hybrid computing has received 

considerable attention recently as an approach to achieve significant performance gains in 

many problem domains. Probably, one of the main problems encountered by the true 

application of computer algebra to applied domains is based on the fact that mathematical 

tools for modelling are far away from the kind of objects, which are tried to incorporate in 

CAS (Computed Algebra Systems). There are lot of evidences of inadequacy between the 

tools plugged in the CAS and the expectations of technological fields. Of course, one can 

work on the interfaces between numerical analysis and CAS, but the softwares like 

MATLAB offer more than what is necessary to a wide range of engineers. So, the 

requirements of tools for modelling in applied fields are more than the mathematics, 

which are put in the CAS. After all, the mathematics is also driven by the applications. 

Hybrid computation works based on several ideas coming from computer science and 

gathered in the field known as hybrid systems. It is at the intersection of applied and 

traditional mathematics. 

Most of the models used in physics and applied mathematics are basically 

approximate ones. The modelling process itself is an art, whose central skill is the 

approximation. How these central facts are taken into account? It is this point that is 

incorporated into hybrid computation. It is at the intersection of numerical analysis and 

computer algebra. A fundamental point in numerical analysis lies with the basic 

methodology in handling of evaluation functionals. However, computer algebra is able to 

offer the real handling of certain classes of functionals. So, the idea lies with the use of 

reasonable basic functionals instead of the evaluation. 
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The basic concept of hybrid computing had been explained by Dora et al. (2001). 

A technique was developed to simulate cylindrical grinding process using hybrid 

computing by Rowe et al. (1973). Another technique was suggested for processing of 

coronary haemodynamic data with a small hybrid computing system by Lavelle et al. 

(1973). A hybrid intelligent computing had been used in mineral resources evaluation by 

Tutmez (2009). A soft computing methodology, i.e. Artificial Neural Network (ANN)-

based fuzzy modelling, had been presented for grade estimation and its stages had been 

demonstrated. A neuro-fuzzy method was used for preliminary clustering and finally, it 

could estimate the ore grades based on radial basis function neural network and 

interpolation. Chamberlain et al. (2008) presented their vision of the application 

development languages and tools that they believed would greatly benefit the process of 

designing, implementing and deploying applications on hybrid systems. A hybrid 

approach was developed for constrained evolutionary computing in case of product 

synthesis by Liang and Huang (2008). Swanson et al. (1971) had described a hybrid 

computing system for online human respiratory studies. A hybrid algorithm had been 

developed for computing permanents of sparse matrices by Liang et al. (2006). 

The performance of a hybrid methodology combining neural network, fuzzy logic 

and genetic algorithm was tested for forecasting of irrigation water demand by Pulido-

Calvo and Gutiérrez-Estrada (2009). A new stochastic method named Hybrid Generalized 

Extremal Optimization (HGEO) had been proposed by Xie et al. (2009) to compute the 

optimal power consumption for semi-track air-cushion vehicle. Another hybrid algorithm 

had been developed for discrete event simulation-based supply chain optimisation by Yoo 

et al. (2010). A quadratic approximation-based hybrid genetic algorithm had been used 

for function optimisation by Deep and Das (2008). A hybrid genetic algorithm for multi-

objective optimisation problems with activity analysis-based local search had been 

developed by Whittaker et al. (2009). Two new computing models, namely a fuzzy expert 

system and a hybrid neural network-fuzzy expert system, had been presented by Dash et 

al. (1995) for time series forecasting of electric load. An effective hybrid quantum-

inspired evolutionary algorithm for parameter estimation of chaotic systems had been 

developed by Wang and Li (2010). 

The shape of a vane leading-edge fillet had been optimized by Lethander et al. 

(2004) to reduce the secondary flow in order to get minimum turbine vane passage 

adiabatic wall temperatures in a gas turbine. Gambit had been used to grid the complex 

geometry of fillet, and Fluent had been used as the CFD computation tool. The software 
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iSIGHT (that provides a number of different optimisation algorithms) had been used as 

optimization tool. 

Marco et al. (1999) had studied on multi-objective shape optimization in 

aerodynamics. They had basically applied GA to multi-objective optimization of aerofoil 

profiles. The objective functions, which are basically the aerodynamics coefficients had 

been deduced from the numerical simulation of the compressible flow around aerofoil 

geometry. 

1.4.2	Stacking	pattern	optimization	of	multi‐stream	plate‐fin	heat	exchanger	
Heat exchangers are unique thermal equipment, which facilitate the exchange of thermal 

energy among various fluid streams. As heat exchangers cover an exceedingly wide range 

of applications, numerous designs have been evolved over the years. Those designs not 

only vary in configuration and size but also have different working principles. 

Historically, two-stream exchangers were conceived first and till today, the majority of 

exchangers belong to this category. Nevertheless, to cope with the continuous demand for 

high compactness, low capital and running costs, the engineers thought of encasing more 

than two streams in a single envelope. Such a device is termed as a multi-stream heat 

exchanger, where the streams (or at least one of the streams) will have more than one 

thermal communication. Various designs of multi-stream heat exchangers are in use. The 

simplest configuration could be a concentric tube three-stream heat exchanger, in which 

only the intermediate fluid stream will have more than one thermal communication. 

Besides this, shell and coiled tube type, plate and frame type and plate-fin type are the 

main varieties available. In many of these varieties, there is a limitation as far as the 

number of streams is concerned. For example, shell and helical exchangers are able to 

handle one cold and two or more hot streams or vice-versa. 

 In this respect, plate-fin heat exchangers enjoy a great flexibility, as there is no 

restriction on the number of hot and cold streams. A plate-fin heat exchanger with as 

many as ten or twelve fluid streams is not uncommon in industry. Plate-fin heat 

exchangers offer a number of advantages. For example, with a small volume and weight, 

it offers a high thermal performance. The pressure drop through such units is moderate, 

while the approach temperature could be very close. The possibility of parallel or cross 

arrangement of fluid streams and their intermediate entry and exit offer additional 

flexibility in the design of these exchangers. The main concerns behind the use of plate-

fin heat exchangers for multi-fluid applications are the limited ranges of temperature and 

pressure, at which they can operate and the restrictions regarding their applicability to 
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relatively clean fluids. Nevertheless, these heat exchangers are widely used in cryogenics 

and other process plants.  

Over the decades, the analysis and design of two-stream heat exchangers got 

standardized. Both theoretical models as well as computational algorithms are available 

even for handling the cases of variable properties of the fluids, non-uniform heat transfer 

coefficient, phase change, axial conduction, axial dispersion etc. Unfortunately, the 

design procedure of multi-stream heat exchangers is still under development due to its 

inherent more complexity compared to the design of two-stream exchangers. 

Features like bypass heat transfer (Haseler, 1983) or crossover in temperature 

(Fan, 1966), which are common in multi-stream heat exchangers, have no equivalence in 

two-stream units. The unique parameters like effectiveness, Number of Transfer Units 

(NTU) or Log Mean Temperature Difference (LMTD) have simplified the analysis and 

design of two-stream heat exchangers. The designers are yet to find out equivalence of 

such parameters in case of multi-fluid heat exchangers. A brief appraisal of various 

design methodologies suggested for the plate-fin heat exchangers is given here. In the 

simplest form, a multi-stream heat exchanger consists of three different streams. Sorlie 

(1962) developed a design theory for three-fluid heat exchangers of the concentric-tube 

and plate-fin types, in which the intermediate and cold streams were thermally insulated. 

Aulds and Barron (1967) extended the work of Sorlie (1962) by analyzing the case, in 

which all three streams were in thermal communication, as it is relevant for many three-

fluid heat exchangers used in cryogenic systems. Pioneering work on multi-channel, 

parallel flow heat exchangers was carried out by Kao (1961) and Wolf (1964). It had been 

shown by them that in the absence of the effect of axial conduction through the separating 

wall, the basic equations describing the process of heat transfer in a multi-channel heat 

exchanger are a set of linear differential equations involving the temperatures of the fluids 

and the separating walls. A similar approach had been adopted by Zaleski (1984) to 

analyse multi-channel heat exchangers with unconnected channels, particularly lamella-

type, plate-type, and helix-type units. Chato et al. (1971) suggested a method of dividing 

the heat exchanger into a large number of smaller sections over which physical properties 

remain approximately constant. Haseler (1983) proposed a novel solution methodology 

termed as constant wall temperature assumption. Based on this, the temperatures of all the 

separating walls were assumed to be equal at any cross-section normal to the flow 

direction. Prasad and Gurukul (1987, 1992), in their formulation of the differential 

method for design of plate-fin heat exchangers, applied the same simplified idealization. 

Prasad (1991, 1996a, 1997) employed the modified shooting method to solve the 
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governing equations. Luo et al. (2001) developed an analytical model of a multi-stream 

exchanger with constant physical properties. In a separate paper, Luo et al. (2002) 

proposed a more generalized analytical solution for predicting the thermal performance of 

multi-stream heat exchangers and their networks. 

Pinch Technology is a method usually adopted for the analysis of heat exchanger 

networks. Polley and Picon-Nunez (2001), Picon-Nunez and Polley (2000) and Picon-

Nunez et al. (2002) extended this technique for multi-stream plate-fin heat exchangers 

using the temperature vs. enthalpy diagrams or composite curves. Wang and Sunden 

(2001) presented a new methodology for the design of multi-stream plate-fin heat 

exchangers through optimization of heat exchanger networks. Ghosh et al. (2006) 

suggested an alternate algorithm for the analysis of multi-stream plate-fin heat 

exchangers. Two key concepts had been used by them. The multi-stream heat exchanger 

had been conceived as a combination of a number of overlapping two-stream heat 

exchangers. This needs apportioning the heat exchanger area between different streams, 

which had been achieved by area splitting method. Next, the heat exchanger had been 

progressively subdivided in the axial direction by successive partitioning method to 

improve the accuracy of prediction. 

As the thermal engineers always face the challenge of improving the performance 

of heat exchangers under constraints of varied nature, various efforts had been made to 

optimize the design of plate-fin heat exchangers. One of the earliest efforts of optimizing 

the stream arrangements of a multi-stream plate-fin heat exchangers is due to Fan (1966). 

He recommended a methodology for finding out the optimum arrangement of streams 

through the fragmentation of individual streams. In this context, clearly specified 

recommendation has been prescribed by Suessman and Mansour (1979). They proposed a 

technique for arranging the fluid streams, such that the resulting stacking pattern becomes 

close to the optimum, if not the optimum. According to them, for an optimum stacking 

pattern, the value of the cumulative heat load should change its sign, as one moves from 

one stream to the next. It may be noted that Prasad (1996b) had also used the technique of 

Suessman and Mansour (1979) for studying the layer stacking pattern in multi-stream 

heat exchangers. However, Prasad (1996b) used the concept of “half fin idealization”, 

while analyzing multi-stream exchangers and studying the layer stacking pattern effect. 

The idealization used in the paper was quite weak. Later on, Prasad (1996a, 1997) had 

been successful in formulating the fin equations of multi-stream heat exchangers in a 

generalized way and solving them iteratively. 



Cop
yri

gh
t

IIT
 K

ha
rag

pu
r

 
Chapter	1																																																																																																				Introduction	and	Literature	Review 

15 
 

On the other hand, Yuan et al. (1997) suggested a different technique for 

designing a multi-stream heat exchanger involving two steps. In the first step (predict), 

the initial design of the exchanger was made through a local balance principle. In the 

second step (correct), the passage arrangement was readjusted using the results of 

differential computation of the temperature distribution. Three case studies were 

presented to establish the feasibility of the proposed method. 

Parallel efforts are also made to optimize the design of multi-stream exchangers 

through different programming techniques and soft computing methodologies. A 

multivariate optimization of plate-fin heat exchangers had been carried out by Sunder and 

Fox (1993). They employed non-linear programming (NLP) to design a brazed 

aluminium plate-fin type compact heat exchanger. A multivariate objective function was 

minimized subject to several constraints. An approach was developed by Peng and Ling 

(2008) for the optimization of plate-fin heat exchangers (PFHE) using a Neural Network 

(NN) coupled with a Genetic Algorithm (GA). The major objectives of their PFHE design 

were the minimum total weight and total annual cost for a given set of constrained 

conditions. Total length and width of PFHE core, number of hot side layers, fin height 

and pitch on each side of PFHE were considered as the variables to be optimized by 

means of a GA combined with the Back-Propagation Neural Network (BPNN). A GA-

based optimization technique had been developed for cross-flow plate-fin heat exchangers 

by Mishra et al. (2004). The aim of optimization was to minimize the total annual cost for 

a specified heat duty under given space and flow restrictions. In another paper, Mishra 

and Das (2009) optimized the thermo-economic cost for a cross-flow offset strip-fin heat 

exchanger with the specified heat loads under given space restrictions. 

Picón-Núñez and López Robles (2005) suggested a unique technique for flow 

passage arrangement of multi-stream heat exchanger. The main feature of their approach 

was uniform heat load per passage. This had been achieved by selecting suitable 

secondary surface and fin geometry. They considered equal number of hot and cold 

passages and the number of passages allocated to a given stream was directly proportional 

to its heat capacity flow rate. They had also proposed a simple model for the steady flow 

of the multi-stream heat exchanger. 

In the past decade, efforts had also been made to synthesize multi-stream heat 

exchangers as a heat exchanger network (HEN) problem. In many cases, such networks 

had been optimized. It was identified (Luo et al., 2004a) that such synthesis problems 

with a large number of streams might have more than one optimum solutions. The 

difficulty of solving such problems compelled the researcher to adopt different 
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evolutionary techniques like a combination of genetic algorithm and simulated annealing 

(Luo et al., 2004a; Ma et al., 2008), improved genetic algorithm (Luo et al., 2004b) etc. 

Improvement in GA was required to handle the problem of mixed-integer nonlinear 

programming (Wei et al., 2006) and to avoid the premature convergence. Luo et al. 

(2009) proposed a hybrid scheme by combining GA with simulated annealing algorithm, 

local optimizing strategy, structure control strategy and other strategies to improve the 

structural search ability of the algorithm substantially. Fieg et al. (2009) used a two 

stepped procedure for the synthesis of a large scale heat exchanger network. In the first 

step, a hybrid GA was used for the entire network. In the second step, the optimization of 

sub-networks was achieved through a monogenetic algorithm. 

1.4.3	Inverse	estimation	of	boundary	in	heat	conduction	
Mathematically, inverse problems belong to the class of ill-posed problems, that means, 

their solutions do not satisfy the general requirement of existence, uniqueness, and 

stability under small changes to the input data. During last two decades, the inverse heat 

conduction problems had attracted much attention of the researchers due to their 

numerous importances in science and engineering. Beck (1970) used a finite-difference 

approximation in conjunction with a least squared fit and a method of nonlinear 

estimation to solve the inverse conduction problem. A numerical procedure for 

determining the heat flux to a thermally thick wall with variable thermal properties had 

been developed by Howard (1968) utilizing a single embedded thermocouple.  To solve 

the ill-posed inverse heat conduction problem, analysis had been carried out by Weber 

(1981).  A method for computing the thermal diffusivity of a solid, based on a computer-

assisted evaluation of the solution of the transient inverse heat conduction problem had 

been developed by Lordanov and Steward (1984). A new solution procedure was 

proposed by them for the one-dimensional case, which replaced the heat conduction 

equation with an approximate hyperbolic equation. Three-dimensional formulation had 

been presented to solve inverse heat conduction as a general optimization problem by 

applying an adjoint equation approach coupled to conjugate gradient algorithm by Jarny 

et al. (1991). A solution technique for random and nonlinear inverse heat conduction 

problem had been developed by Riganti (1991). To estimate the initial and boundary 

conditions in a two-dimensional hollow cylinder simultaneously, a linear inverse model 

had been constructed by Hsu et al. (1998). Two-dimensional inverse heat source problem 

had been solved through the linear least squared error method by Yang (1998). A new 

method had been adopted by Fang et al. (1997) to solve the inverse conduction problem 

in steady heat flux measurement. Here, basically a procedure was proposed for 
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determining steady heat fluxes on boundaries based on the linear superposition theorem, 

which pose an inverse conduction problem. An attempt had been made to solve the 

inverse heat transfer problem using the Karhunen_Loéve Galerkin method by Park et al. 

(1999).  To estimate the temperature-dependent thermal conductivity, an inverse heat 

conduction problem had been solved by Yang (1999). Fourier analysis of conjugate 

gradient method had been applied to inverse heat conduction problems by Prud’homme 

and Nguyen (1999).   

An inverse model had been used to estimate the wall heat flux in film 

condensation on a vertical surface by Hsu et al. (2000). The inverse steady state 

convection problem in a porous medium had been solved by adjoint equations and 

conjugate gradient by Prud’homme and Nguyen (2001). An inverse radiation problem had 

been tackled by Park and Yoon (2001) using the Karhunen-Loéve Galerkin procedure. 

The low-dimensional model obtained by the Karhunen-Loéve Galerkin procedure had 

been employed to solve the inverse radiation problem of estimating the related parameters 

from the temperature measurement in three-dimensional participating media, where 

radiation and conduction occur simultaneously. Numerical solutions had been obtained 

for the case of a rectangular enclosure subjected to an unknown heat flux on one side, and 

to known conditions on the remaining sides. The inverse analysis was based on film 

condensation thickness readings taken at several different points on the plate. An attempt 

had been made to estimate the surface temperature through two-dimensional inverse heat 

conduction problems by Chen et al. (2001). A hybrid numerical algorithm of the Laplace 

transform technique and finite-difference method with sequential-in-time concept and the 

least-squared scheme had been proposed to predict the unknown surface temperature of 

two-sided boundary conditions for two dimensional inverse heat conduction problems by 

Chen et al. (2002). An attempt had been made to identify the thermal conductivity 

through application of inverse solution using the finite element method by Telejko and 

Malinowski (2004). For estimating the boundary condition in electronic device, an 

inverse non-Fourier heat conduction problem had been solved by Hsu and Chu (2004). 

Thermal conductivity had been investigated for upsetting with a procedure of combining 

inverse model and proposed regularization of Tikhonov method by Lin and Lin (2005). A 

study had been intended to provide an inverse method for estimating the unknown 

boundary condition in a 3D non-Fourier hyperbolic heat conduction problem by Hsu 

(2006). An attempt had been made to inversely estimate the thermal behaviour and 

viscosity of fluid between two horizontal concentric cylinders with rotating inner cylinder 

by Hsu (2008). Wall condition on a rotating cylinder had been estimated using practical 
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application of inverse heat conduction by Volle et al. (2009). A method for determining 

fireside heat flux, heat transfer coefficient on the inner surface and temperature of water-

steam mixture in water-wall tubes had been developed by Duda and Taler (2009), where 

the unknown parameters are estimated based on temperature measurement at a few 

internal locations from the solution of the inverse heat conduction problem. An inverse 

method had also been developed by Taler et al. (2009) to identify local heat flux to 

membrane water-walls in steam boilers. 

A non-classical method based on neural network had been used by Raudensý et 

al. (1995) to solve an inverse heat conduction problem for boundary conditions and time 

constant of a temperature sensor on the basis of the knowledge of temperature reading 

from that sensor. To analyze inverse heat conduction problems (IHCPs), a technique was 

proposed by Hara et al. (1999) using neural networks, which could identify unknown 

boundary conditions for multidimensional steady or transient problems. Two different 

artificial neural networks, namely multilayer perceptron (MP) and radial basis function 

(RBF) were used by Shiguemori et al. (2002) for estimating time-dependent boundary 

conditions in a slab. The temperature-time series obtained from a probe placed next to the 

boundary of interest was used as inputs to the NN. A methodology had been proposed by 

Shiguemori et al. (2004) to solve one-dimensional parabolic inverse problems using three 

neural network (NN) models to determine the initial temperature profile on a slab with 

adiabatic boundary condition, for a given transient temperature distribution during a time. 

Both forward and inverse heat conduction problems had been solved using neural 

network by Deng and Hwang (2006) to identify the unknown boundary conditions. They 

used a continuous-time analogue Hopfield neural network to compute the temperature 

distributions in forward heat conduction problems and a back-propagation neural network 

(BPNN) to solve inverse heat conduction problem. For analyzing inverse heat conduction 

problems, an efficient technique had been developed using a Kalman Filter-enhanced 

Bayesian Back-Propagation Neural Network (KF-B2PNN) by Deng and Hwang (2007). 

The training data required for the KF-B2PNN were prepared using the continuous-time 

analogue Hopfield Neural Network. An inverse problem was solved by Lecoeuche et al. 

(2006) using a recurrent neural network to estimate the heat flux applied on one side of a 

structure from the knowledge of the temperature measured at other side of the structure 

(standard one-dimensional conducting bar). An inverse heat conduction problem with 

internal heat source in cylindrical coordinates had been solved by Cortes et al. (2007) 

using a feed-forward with back-propagation algorithm. Moreover, Hwang and Deng 
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(2008) proposed a technique for the solution of inverse heat conduction problems in a gun 

barrel using a three-layered BPNN to estimate the heat flux of inner surface of the barrel. 

1.4.4	Diagnosis	of	counter‐current	two‐phase	flow		
Gas-liquid two-phase flow through a conduit could be manyfold more complex compared 

to the hydrodynamics pertaining to the flow of only one of this fluid pair through the 

same conduit. This is because, during two-phase flow, the two phases can distribute 

themselves in a large number of spatio-temporal arrangements known as flow patterns or 

flow regimes. Any transport phenomena during two-phase flow, namely momentum, heat 

or mass transfer is strongly influenced by the existing flow regime. The occurrence of a 

flow regime, on the other hand, is dependent on a large number of parameters like the 

velocity and properties of the individual phases, shape and size of the conduit cross-

section, direction of flow with respect to gravity (up, down or inclined) and with respect 

to the motion of the companion phases (co-current or counter-current), effect of body 

force, effect of heat and mass transfer etc. As the knowledge of flow regime is of unique 

importance in understanding and analyzing two-phase flow, it is not surprising that a 

large volume of investigations have been carried-out to detect the flow regimes 

experimentally and to predict them theoretically. Theoretical predictions of flow regimes 

are essential for both the design as well as smooth and safe operations of plant equipment. 

Nevertheless, such predictions are difficult to make due to the complex nature of the flow 

phenomena. Further, the validity of these predictions should be rigorously tested against 

carefully conducted experiments. 

 Historically, identifications of flow regimes from experiments were first tried 

through visualization. Till today, visual observation, photography and videography play a 

very important role in identifying different regimes. One of the drawbacks of the visual 

technique is that the identification is grossly dependent on subjective decisions. Secondly, 

visualization of the phase distribution in the central region of the conduit is difficult, if 

not impossible, even for a transparent pair of fluids. Therefore, researchers put efforts to 

develop techniques for objective identification of flow regimes. Such techniques 

essentially contain two steps. At first, one needs to adopt a measurement technique, which 

is sensitive to the phase distribution (preferably local). In the next step, one needs to fix 

objective criteria for specific flow regimes based on a large number of measurements 

recorded over a wide range of operating parameters. A flow regime map (generally two 

dimensional) can then be constructed using suitable dimensional or non-dimensional 

parameters as the coordinates.  



Cop
yri

gh
t

IIT
 K

ha
rag

pu
r

 
Chapter	1																																																																																																				Introduction	and	Literature	Review 

20 
 

As multiphase flow is characterized by the random fluctuation of the phase 

fraction and phase distribution both in space and time even under steady operating 

conditions, a time series of fluctuating parameters (hear-after called signal) can be 

obtained from the measurement. A large number of measurement techniques, namely 

pressure (Gourich et al., 2006; Xie et al., 2004; Zhang et al., 2010b; Letzel et al., 1997), 

conductivity (Fossa, 1998; Das et al., 2000; Jana et al., 2006; Manera et al., 2009), optical 

(Oriola et al., 2008; Hawkesa et al., 2000; Rahim et al., 2005), capacitance (Gamio et al., 

2005; Ortiz-Alemán et al., 2005, Zhang et al., 2010a; Reinecke and Mewes, 1997), 

ultrasonic (Xu and Xu, 1997; Xu et al., 1997; Murakawa et al., 2005; Cramer et al., 

2004), radiation attenuation (Jung et al., 2009; Elias and Ben-Haim, 1980; Harms and 

Laratta, 1973) can be used to derive the time series as a function of instantaneous phase 

fraction and phase distribution. As the nature of the signal varies with the existing flow 

regime, the recorded signal may be used for a better identification of the flow regime.  

  To improve the objectivity of the process of identification further, different 

processing techniques had been employed on the raw signals. This helps to extract 

features out of the raw signals, which bear a direct correlation with the flow regimes.  The 

commonly used processing techniques are Probability Density Function (PDF)(Das et al., 

2000, Jana et al., 2006, Jones and Zuber, 1974), Power Spectrum Density Function 

(PSDF)(Cai et al., 1996; Wang and Shoji., 2002; Li and Tomita, 2001), Signal-to-Noise 

(SN) ratio (Gillandt et al., 2001; Lübbert and Larson, 1990), Wavelet  Transformation 

(Elperin and Klochko, 2002; Jana et al., 2008), Fractal analysis (Kozma et al., 1996; Jin et 

al., 2003), etc. The use of statistical parameters for the recognition of the pattern of phase 

distribution (Sekoguchi et al., 1987) and finally, for the classification of flow regimes 

reduces the arbitrariness substantially. However, the process is not fully objective, as the 

rule base is decided by the investigator. 

 It is a well-known fact that the occurrence of a particular flow regime depends on 

a large number of factors and the relationship between the two are highly nonlinear. 

Obviously, the success of the flow pattern identification depends on the correct non-linear 

mapping of the physical variables to the flow regimes. Accurate and objective prediction 

of flow regime is possible, only when the complex non-linear relationship can be 

explained in terms of basic physics and described in terms of mathematical formulation. 

As an alternative approach, application of different soft computing techniques had been 

tried to establish the relationship between the physical parameters and the flow regimes. 

The application of Artificial Neural Network (ANN) exhibits a definite promise in this 

regard. One of the earliest attempts of identifying flow regimes through the application of 
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ANN was made by Cai et al. (1994). The Kohonen’s self-organizing neural network was 

applied by them to identify the flow regimes in a horizontal air-water flow. Stochastic 

features derived from turbulent absolute pressure signals obtained across a range of flow 

regimes, were used by them to train the network.  

Most extensive application of ANN for the prediction of flow patterns from 

experimental results was made by Ishii and co-workers. A neuro-fuzzy methodology had 

been proposed by Mi et al. (1996) and Tsoukalas et al. (1997) to identify the flow regimes 

based on impedance signal of the void fraction. In that investigation, the filtering and 

interpolative capabilities of neural networks had been combined with the representational 

advantages of fuzzy systems for the purpose of mapping idiosyncratic area-averaged 

impedance measurements to multiphase flow regimes. Multi-layer artificial neural 

network approach had been used by Mi et al. (1998) to identify flow regimes using 

signals extracted from non-intrusive impedance measurements. Flow regime 

identification carried out by instrumental indicators may include instrumentation errors. 

To avoid any instrumentation error and any subjective judgment involved, vertical flow 

regime identification was performed by Mi et al. (2001) based on theoretical two-phase 

flow simulation with supervised and self-organizing neural network systems. The 

networks were trained with the results from an idealized simulation that was mainly based 

on Mishima and Ishii’s (1984) flow regime map, the drift flux model, and the newly 

developed model of slug flow. It had been concluded by them that the neural network 

systems are appropriate classifiers of vertical flow regimes. For the vertical upward and 

downward co-current two-phase flow pattern during rapid transients, an instantaneous 

and objective flow regime identification method had been proposed by Lee et al. (2008). 

The design of the neural network fed by the preprocessed impedance signals of the cross-

sectional void fraction had been suggested by them to satisfy the requirement of both 

objective and an instantaneous identification. For the preprocessing, a feed-forward and a 

self-organized neural network were tested using the experimental data as objective 

reasoning engines. It had been found that the flow regime identifier, proposed by them 

could successfully identify the flow regime using the short-term observation data within 1 

s. To identify both global (traditionally, the flow regimes in two-phase flow are 

considered in a global sense) and local flow regimes (a local flow regime is required to 

understand and model the interfacial structures present in the flow) in a two-phase 

upward flow, a new approach based on self-organized neural network had been proposed 

by Julia et al. (2008). The bubble chord length distributions measured simultaneously 

with three double-sensor conductivity probes, had been fed to the network. The results 
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obtained by them for global flow regime identification reasonably agreed with the visual 

observation for all the flow conditions. But, the results correspond to the local flow 

regime identification agreed with the global ones only when measured at the center of the 

pipe. Radial and axial flow regimes development in adiabatic upward air-water two-phase 

flow in a vertical annulus had been analyzed by Julia et al. (2011), where local flow 

regimes had been identified using conductive probe and neural network. The local flow 

regime was characterized by the void fraction and bubble chord length. The flow regime 

indicator had been chosen as some statistical parameters of local bubble chord length 

distributions and self-organized neural networks had been used for the mapping. They 

reported that the radial flow regime transition was always initiated at the center of the 

flow channel and then propagated towards the channel boundaries. The axial development 

of flow regime was governed by superficial liquid velocity and radial location.  

While Ishii and co-workers used different statistical features extracted from the 

signals of conductivity probes, Sharma et al. (2006) used the basic operating variables 

like phase superficial velocities, pipe diameter and pipe inclination as input parameters. 

They extracted 4000 data points from some published flow pattern maps. Three different 

types of ANN, namely feed-forward back-propagation network, radial basis function 

network and probabilistic neural network with radial basis function were tried and the 

best prediction was achieved through the third option.  

Presently, neuro-fuzzy inference systems have been gaining popularity in its 

capability for solving both the prediction and classification problems. The capabilities of 

neuro-fuzzy inference system for identification of flow regimes and forecasting liquid 

holdup in horizontal multiphase flow have extensively been investigated by Sebakhy 

(2010). A probabilistic mapping of adiabatic horizontal two-phase flow had been made by 

Canière et al. (2009) by capacitance signal feature clustering. 

Gao and Jin (2009) proposed the application of complex network for the 

identification of flow pattern and characterization of nonlinear dynamics of co-current gas 

liquid up-flow through circular tube. Signals obtained from a multi-electrode array of 

conductance sensors had been used to construct three types of network, namely Flow 

Pattern Complex Network (FPCN), Fluid Dynamic Complex Network (FDCN) and Fluid 

Structure Complex Network (FSCN). The FPCN, constructed based on time delay 

embedding and modularity, was used as a unique flow pattern identification method. 

Statistical characteristics of FDCNs indicate that both the power law exponent and 

network entropy can characterize the non-linear dynamics of the flow phenomena. 
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Finally, it has been demonstrated that FSCN can effectively indicate the bubble 

coalescence and bubble collapse in gas-liquid flow. 

 On the other hand, Counter-current gas-liquid two-phase flow is a special kind of 

two-phase flow, where the two phases move in opposite directions. In a vertical counter-

current gas-liquid two-phase flow, the liquid flows down and the gas flows upwards 

through the tube. In many industrial systems or devices, such as compact reflux 

condensers, desiccant cooling systems, nuclear reactor, petroleum and biomedical 

processing system, and others, counter-current gas-liquid two-phase flow is often 

encountered. 

Over the years, various hydrodynamic aspects of counter-current flow had been 

investigated. A brief literature review is presented here on the studies carried out in the 

field of counter-current gas-liquid two-phase flow. Flooding phenomenon is considered 

as one of the most significant components of this field of research. Several attempts were 

made to investigate the flooding phenomenon in counter-current gas-liquid two-phase 

flow. Most of those studies were experimental ones. When the relative velocity of a 

falling liquid film to a counter-current gas reaches a certain value, a wave occurring on 

the film surface becomes unstable, its amplitude quickly increases, and thus, bridging the 

test tube and flooding occurs.  

Several attempts had been made by various investigators to find out the factors 

affecting the flooding phenomenon experimentally. The effect of liquid properties on 

flooding had been studied by Imura et al. (1977) by varying the test section and test 

liquid. Experimental investigation was carried out by Suzuki and Ueda (1977) on 

flooding gas velocity in circular tubes with varying tube diameters, tube lengths, liquid 

flow rates, liquid viscosities and surface tensions. A similar investigation was conducted 

by them for annuli and rod bundles (Ueda and Suzuki, 1978). An experimental study had 

been made by O’Brien et al. (1986) to see the effect of liquid flow rate on flooding in a 

vertical annular counter-current two-phase flow. The effects of liquid properties and 

inclination angle of channel on flow patterns, counter-current flow limitation (that is, 

flooding), and gas hold-up (that is, void fraction) in counter-current two-phase flow had 

been experimentally investigated by Ghiaasiaan et al. (1997). The effect of the liquid 

properties had been studied by varying the combination of two phases (for example, air-

demineralized water, air-mineral oil, air-paraffinic oil) and that of inclination was studied 

by varying the inclination angle of the channel (for example, 00, 300, 680). Moreover, the 

influences of pipe inclination, pipe length, pipe diameter and surface tension of the 

working liquid on the onset of flooding of gas-liquid adiabatic counter-current two-phase 
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flow in inclined pipes had been experimentally investigated by Ousaka et al. (2006). 

More recently, the effects of surface tension on flooding phenomenon in counter-current 

two-phase flow in an inclined tube was experimentally investigated by Deendarlianto et 

al. (2010). 

Attempts were made to capture liquid film characteristics during flooding by 

some researchers. An experimental investigation of liquid film behavior at the onset of 

flooding during adiabatic counter-current air-water two-phase flow in an inclined pipe 

had been made by Deendarlianto et al. (2005). Trials were also made to determine the 

liquid film characteristics and study flooding phenomenon of counter-current gas-liquid 

flow in a vertical narrow channel with 10 mm gap by Drosos et al. (2006). Moreover, the 

problems related to free flowing liquid layer characteristics, counter-current gas-liquid 

two-phase flow and incipient flooding in small diameter inclined tubes had been 

experimentally studied by Pantzali et al. (2008). 

 Experimental study on air-water counter-current two-phase flow (on the onset of 

flooding and slugging) in vertical to horizontal pipes containing orifice type obstructions 

had been conducted by Teyssedou et al. (2005). Experimental studies on air-water 

counter-current two-phase flow limitation in a horizontal rectangular channel connected 

to an inclined riser had been conducted by Deendarlianto et al. (2008). 

 Several attempts were also made by various investigators to model and analyze 

the flooding phenomenon analytically. The effect of vapour condensation on counter-

current flow limiting (CCFL) phenomenon had been analyzed through employing an 

analytical model by Tien (1977). Mathematical model was derived by Asahi (1978) to 

define the flooding and flow reversal conditions of two-phase annular flow. Flooding 

phenomenon in vertical counter-current gas-liquid two-phase flow under an electric field 

for both adiabatic as well as non-adiabatic cases were studied theoretically by Revankar 

and Chang (1984a,b). In a nuclear power plant, the possibility of hot leg flooding during 

reflux condensation cooling after a small-break loss-of-coolant accident had been 

predicted by Jeong (2002). To predict counter-current flow limitations during hot leg 

injection in the pressurized water reactors, a one-dimensional model had been proposed 

by Gargallo et al. (2005). A numerical investigation of the gas-liquid wavy interface on 

the onset of flooding in counter-current two-phase flows had been made by Trifonov 

(2010) using the Navier-Stokes equations. 

Experimental investigation on flooding and then theoretical analysis on the 

generated experimental results had also been attempted by some researchers.  An attempt 

was first made by McQuillant and Whalley (1985) to study the flooding phenomenon in 
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vertical counter-current air-water two-phase flow experimentally and then, a simple 

theoretical model was presented. In this connection, the studies of Ragland et al. 

(1989a,b) and Tso et al. (1988) are worth mentioning. 

Moving interface generated by counter-current gas-liquid stratified flow had been 

experimentally and theoretically investigated by Boyadjiev et al. (1976). To investigate 

the initiation conditions of liquid ascent, experimental study on the counter-current two-

phase flow of air and water in vertical pipe was conducted by Koizumi and Ueda (1996).  

The flow structure in a thin, wavy falling liquid film in a vertical tube both with and 

without interfacial shear induced by a counter-current flow of gas had been investigated 

by Karimi and Kawaji (1999, 2000). Experimental investigation about local axial 

velocities inside the gas phase during counter-current two-phase flow in a vertical 

rectangular channel was carried out by Lioumbas et al. (2002). The flow structure around 

a bubble in air-water counter-current bubbly flow had experimentally been studied by 

Suzuki et al. (2002). Ultrasonic Velocity Profile monitor was employed by them to 

measure velocity profiles around a bubble. Experimental study on the pressure drop for 

two-phase counter-current flow in a packed column with a novel internal had been 

conducted by Han et al. (2003). The characteristics of counter-current bubbly flow in 

circular pipe had been investigated by Fuangworawong et al. (2007) using wire mesh 

tomography (WMT). 

A discrete mathematical model and an iterative algorithm for its solution for the 

counter-current flow of dispersed and continuous phase had been proposed by Jiřičný et 

al. (1979a,b). Gas-liquid counter-current flow in laminar boundary layers with flat phase 

boundary had been theoretically analyzed (velocity distribution as well mass transfer 

kinetics) by Boyadjiev and Doichinova (2000) and Doichinova and Boyadjiev (2000) 

using similarity variables method. One, two and three-dimensional solutions for counter-

current steady-state two-phase immiscible subsurface flow had been analytically derived 

by Tracy (2008). Experimental and numerical investigations on counter-current stratified 

flows in horizontal channels were made by Wintterle et al. (2008). 

Some attempts were also made by the researchers to investigate the flow patterns 

of gas-liquid counter-current two-phase flow. Flow pattern transitions and pressure drop 

in vertical counter-current gas-liquid two-phase flow had theoretically been modelled by 

Taitel and Barnea (1983) from a mechanistic point of view. They showed that unlike the 

case of co-current flow, the situations of “no solution” and “multiple solutions” exit for 

counter-current gas-liquid two-phase flow. Experimental investigations for flow pattern, 

void fraction and slug rise velocity on counter-current two-phase flow in a vertical round 
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tube with wire-coil inserts had been made by Kim et al. (2001) by varying the wire-coil 

diameter and coil pitches. Disturbances into the flow, was generated through the presence 

of wire-coil in the tube and as a result, the shape and motion of gas slug or bubbles in a 

wire-coil inserted tube were quite different from those observed in a smooth tube without 

the insertion. They showed that slug-rise velocity in wire-coil inserted tube was higher 

than that in the smooth tube. Though only slug, churn and annular flows appeared in 

smooth tube without wire-coil inserts within the test range covered by them, bubbly flow 

was also seen to appear in the tube with wire-coil inserts within the same test range of 

experiments. Theoretical and experimental investigations on horizontal counter-current 

gas-liquid two-phase flow were made by Wang and Kondo (1990) to characterize the 

flow patterns. They had also proposed a theoretical criterion for the onset of slug flow. 

1.5	Gaps	in	the	Literature	and	Motivation	behind	the	Selection	of	
Problems	
The gaps in the literature obtained through detailed literature survey and the motivation 

behind the selection of the problems are stated below. 

 Optimization of diffuser had been attempted by a few investigators using various 

methods like gradient-based techniques, direct search techniques etc. Techniques 

based on gradient search and direct search are powerful methodologies of 

optimization (Pratihar, 2008). But, in direct search method, the search starts with a 

randomly generated initial solution and the final optimal solution might depend on the 

chosen initial solution. The gradient-based method cannot be applied for a problem 

involving discontinuous objective function. Moreover, the chance of the gradient-

based method for getting stuck at the local extremum is more. The optimization 

algorithms based on evolutionary principle can eliminate some of the difficulties 

listed above, as they work on a methodology different from those of classical 

techniques. For instance, Genetic Algorithm (GA), which loosely mimics genetic 

evolution following the principle of natural selection (Holland, 1975; Goldberg, 1989) 

offers a number of unique flexibilities. The gradient of the objective function with 

respect to its arguments is not required during optimization through the GA and that is 

why, they can also operate on irregular functions and those that are not differentiable. 

A GA starts its search from a population of solutions and not from a single parameter 

set. The set of initial guessed solutions has a low incidence on the set of final obtained 

optimum solutions due to the probabilistic nature of the GA. It searches solutions 

from all over the place within the feasible domains and never converges to a local 

optimum if it is handled appropriately and carefully. That is why, a GA is considered 
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to be a robust optimization tool. Moreover, after reaching the convergence, the users 

get a population of individual solutions, many of which produce alternative to the best 

individual of the population. Not just one optimal solution is produced by GA but a 

collection of good solutions is produced by GA. From the design point-of-view, it 

may be useful to have a collection of alternative optimal solutions. No study has been 

reported using the GA to solve the said problem. Further, to the best of the author’s 

knowledge, a hybrid computing scheme has not yet been developed, where 

commercial CFD software is used for hydrodynamics computation and a GA is 

utilized as a search and optimization tool. The use of a GA coupled with a CFD-based 

modelling possesses enough promise to solve shape optimization of systems 

involving fluid flow. 

 The accommodation of a large number of streams in a single envelope presents a 

unique complexity to the designer. With the increase in number of streams, the option 

of arranging the streams also increases. The specific arrangement of various streams 

is known as stacking pattern in case of a plate-fin heat exchanger. It is obvious that all 

stacking patterns will not provide the same thermal performance. The best thermal 

performance can be obtained by a particular stacking pattern or at the best by a 

limited number of patterns. Again, all theoretically possible stacking patterns may not 

be practically viable due to the process constraints. This constitutes a unique 

optimization problem for multi-stream heat exchangers, which does not have a 

counterpart in case of a two-stream heat exchanger. Not much work has been reported 

on optimization of the plate-fin heat exchanger. Annual operating cost or weight had 

been optimized in a very limited number of papers. The need for optimizing the 

stacking pattern in a plate-fin heat exchanger has been appreciated by a number of 

researches. Time to time, some rules of thumb or broad design guide lines have been 

suggested. However, to the best of the author’s knowledge, till date no algorithm for 

determining the optimum stacking pattern has been reported in the literature. This has 

motivated the present investigation. The methodology for optimization needs to be 

selected based on the nature of the problem. The present case involves optimization of 

a combinatorial problem and the classical derivative-based algorithms may not be 

suitable to solve it. One can think of applying a direct search technique, which 

becomes too much tedious for a large parameter space. On the other hand, gradient-

based search requires the estimation of derivative and has a risk of getting stuck at a 

local extremum. A GA is a generic and robust search technique, which generally does 
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not suffer from the above limitations. It provides several near-optimal solutions, 

which offer the designer a sufficient flexibility. 

 It is clear from the literature survey in section 1.4.3 that inverse problems are 

encountered in many heat conduction situations, when severe working conditions 

make the measurement of thermal properties of unknown boundary conditions 

difficult. Several attempts had been made to solve the inverse heat conduction 

problem. Among them, some problems are related to inverse estimation of the 

boundary conditions. However, not much work has been reported on inverse 

estimation of the boundary conditions using the principle of soft computing (Pratihar, 

2008). 

 A wide range of experimental studies had been conducted on flooding and flow 

limitations in counter-current gas-liquid two-phase flow. To the best of the author’s 

knowledge, no such study was found to deal with the development of a methodology 

for automatic flow-regime identification, classification or prediction of vertical 

counter-current two-phase flow based on objective description of the flow. However, 

prediction of flow regime is a prime issue in multiphase flow analysis. To capture the 

hydrodynamics of counter-current two-phase flow, mathematical modelling is really 

difficult. Though soft computing-based techniques are now being used by the 

researchers in the field of multi-phase flow, till date no effort has been made to 

capture the non-linear complex hydrodynamics of counter-current two-phase flow 

through soft computing-based approaches. The literature review reveals that, so far, 

the application of NN for the mapping of flow-regimes has been limited only to co-

current gas-liquid flow. Counter-current gas-liquid flow, on the other hand, finds 

many important engineering applications. At this point, it should be mentioned that 

non-linearity exiting in counter-current two-phase flow is much more compared to 

that in co-current flow. Moreover, unlike the case of co-current two-phase flow, the 

situations of “no solution” and “multiple solutions” exist for counter-current gas-

liquid two-phase flow. 

1.6	Aims	and	Objective	
Based on the above observations, the aims and objective of the present thesis have been 

set as follows: 

 Attempts will be made to obtain optimal shape of the systems involving fluid flow (2D 

symmetric diffusers and nozzle). Hybrid computing scheme will be developed for the 

said optimization using commercial tool named Gambit for the shape construction and 
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mesh generation, CFD tool (that is, Fluent) for carrying out hydrodynamic analysis, and 

employs a Genetic Algorithm (GA) for optimization. In the developed hybrid 

computing scheme, the GA, Gambit and Fluent (for CFD simulation) will be combined 

each other seamlessly, so that data transfer can take place automatically without any 

manual intervention. A number of alternate methodologies will be used to generate the 

optimum profiles. A comparison of all the methods will also be made. Finally, a 

comprehensive investigation will be carried to explore the effect of different design 

parameters on the optimum shape. 

 A methodology will be developed for determining the optimum stacking pattern of 

parallel flow multi-stream plate-fin heat exchangers. No real design problem to find out 

the heat exchanger specifications will be attempted, but the simulation problem in order 

to study the effect of layer stacking pattern will be attempted. Efforts will also be made 

to check the validity of the solutions obtained from the proposed methodology. 

 An inverse method will be proposed for estimating the boundary conditions in a heat 

conduction problem using regression analysis, neural network trained by a local 

optimizer (neural network with back-propagation algorithm) and lastly, that trained by 

the local and global optimizers simultaneously (that is, a GA-tuned neural network with 

back-propagation algorithm). 

 The observations made through literature review and gaps in literature, leave a scope 

for further investigation on the flow patterns and their transitions during counter-current 

gas-liquid flow. Particularly, the applications of objective techniques for the 

identification of flow regimes have not yet been tried for counter-current flow. An 

attempt will be made to capture the highly complex nonlinear relationship between the 

developed flow regime and the input parameters (process variables) for vertical gas-

liquid counter current two phase flow using soft computing based methodologies. An 

extensive experimentation will be conducted to detect the flow regimes during counter-

current two-phase up flow through a vertical tube using air and water as the test fluids 

covering a wide range of phase velocities. A suitable methodology will be developed in 

order to classify the flow-regimes based on objective descriptions. Another aim of this 

study is to develop methodologies for fast and automatic identification and prediction of 

the flow regimes based on statistical features of the objective descriptions. 

1.7	Contributions	Made	by	the	Scholar	
 A hybrid computing scheme has been indigenously developed by combining two 

commercial softwares, namely Gambit (for shape construction and mesh generation) 
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and Fluent (for carrying out hydrodynamic analysis) with the optimization tool (GA) 

seamlessly by using some specially designed system commands in C platform for the 

optimization of duct shapes. The interface among GA, Gambit and Fluent has been 

created in such a manner that the data transfer takes place between them in a fully 

automated way without any manual intervention. The developed methodology is 

generic in nature and is not restricted to the optimization of duct shapes only. The 

optimization of diverse thermo-fluids devices can be done readily with a suitable 

modification of the CFD simulation. For example, problems involving augmentation of 

heat transfer, design of chemical reactors, aerofoil shape in a cascade etc. can be solved 

using the similar methodology. The techniques used for combining Fluent with the 

indigenously developed optimization algorithm can also be utilized in principle in other 

applications like combining two altogether different commercial softwares. 

 Though some broad design guide lines have been suggested for achieving a better 

stacking pattern, no algorithm for determining the optimum stacking pattern has been 

reported in the literature. A basic algorithm for searching the optimum stacking pattern 

in a MSPFHE has been developed by combining numerical simulation (for analysis of 

MSPFHE) with a GA (for optimization). The information about stacking pattern has 

been coded into the GA-string in a more efficient way. 

 Methodologies have been developed for inverse estimation of boundary conditions 

using the principle of soft computing. The problem solved here, represents many 

problems of the same category even from the domain other than heat transfer. A hybrid 

optimization scheme has been developed by coupling the global search capability of the 

GA with the local search power of BP algorithm.  

 No such study is found in the literature to deal with automatic flow-regime 

classification or prediction of counter-current two-phase flow based on objective 

descriptions. An extensive experimental investigation has been made for vertical air-

water counter-current two-phase flow. The highly complex nonlinear relationship 

between the developed flow regime and the input parameters (process variables) for 

vertical gas-liquid counter-current two-phase flow has been captured using soft 

computing-based methodology. An elaborate scheme of measurements has been 

designed using two conducting probes. The methodologies have been developed for 

automatic classification and prediction of flow regimes based on the objective 

description. The modified clustering techniques coupled with GA have been 

established. Each individual dimension of the centers of hidden neurons in RBFNN has 

been updated separately using the back propagation algorithm. 
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1.8	Organization	of	the	Thesis	
The present dissertation has been organized in six chapters. Chapter 1 (that is, the present 

chapter) introduces the problems studied in this thesis. An extensive literature survey is 

carried out on the problems in order to define the aims and objective of the present thesis. 

Chapter 2 concentrates on the problem of duct shape optimization, which includes a 

detailed mathematical formulation of the problem and a discussion on the developed 

hybrid computing methodologies. The obtained results are stated and discussed here. 

Chapter 3 deals with the problem of stacking pattern optimization of multi-stream plate-

fin heat exchanger. Chapter 4 focuses on the problem related to inverse estimation of 

boundary in heat conduction. Chapter 5 deals with the problems on diagnosis of counter-

current two-phase flow. It describes the experimental setup, explains the designed scheme 

of measurements using conducting probes, methodologies developed for flow regime 

classification and prediction. Results have been stated and explained. Chapter 6 

summarizes the important findings and conclusions made from the present study. The 

scope for future work has also been described in this chapter. 

1.9	Summary	
At first, a general introduction is given to thermo-fluid engineering problems. The 

concept of soft computing has been discussed in brief. The reasons behind the application 

of soft computing for solving complex real-life thermo-fluid problems have been 

explained. A thorough literature survey has been made on the thermo-fluid problems 

studied in this thesis. The gaps in the literature have been identified. The aims and 

objective of the present thesis have been stated. Contributions made by the scholar have 

been described. At last, an organization of the present dissertation has been included. 
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