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Computational algorithms have been developed to simulate multiphase flow of different
types. Attention has been focused particularly to two categories of flow phenomena namely well
dispersed (bubbly) flow and flow with complex interfaces.

Population balance equation coupled with two fluid model is used for the prediction of
well dispersed bubble evolution of gas liquid two phase flow through vertical conduits.
Coalescence of two similar or different sized bubbles and homogeneous and non homogeneous
binary break up of a bubble has been tracked using the methodology. Present mode! is capable of
tracking various distributions of void fraction profiles (wall peak, core peak, two peak etc.)
efficiently. Using the model an effort has been made to propose unique criteria for transitions
from bubbly flow to slug flow and dispersed bubbly flow by tracking the coalescence frequency
and breakup frequency along the conduit axis. The developed transition criteria exhibit excellent
match with the available literature. The present model has also been applied successfully for
simulating bubbly flow through an annular passage.

Lagrangian Smoothed Particle Hydrodynamics (SPH) model is described to tackle the
complex interfaces in typical multiphase flow situations. Surface tension force is added in the
present numerical technique to avail the exact shape of the interface. The developed algorithm
has been used to simulate the process of bubbling through submerged orifices. Effect of different
properties of the surrounding liquid, like density, viscosity and surface tension, on bubble
formation has been investigated in detail.

The concept of diffused interface is incorporated in the present numerical technique to
improve the prediction of the interfaces. Liquid drop over an inclined plane is modeled
successfully using the described methodology. Motion of the contact line and the overall
dynamics of the drop are predicted analyzing the fluid flow inside the drop. Efforts have also
been made to simulate unique phenomena like drop translation, uphill movement, splitting and
merging of drops due to wettability gradient. Diffused interface based SPH can efficiently track
the complex, dynamic interfaces in the scale of the droplet. New methodology for drop surgery is
proposed using the developed numerical tool.

Finally a model has been proposed based on SPH to describe gas liquid phase change.
Pseudo particles of zero mass are initially placed to locate the interface. Mass generated due to
phase change is assigned to the pseudo particles and their positions are updated at intervals to
track the mobility of the interface. The developed algorithm has been used to simulate vapor
formation around solid spheres both in the absence of gravity and in the normal gravitational
field. Finally, bubble growth over a hot horizontal surface due to boiling has been simulated.
Simulated results showed good matching with the reported literature.

Keywords: Two fluid model, Population balance equation, Smoothed particle hydrodynamics,
Diffused interface, Gas-liquid phase change, Bubbly flow, Wettability gradient.
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INTRODUCTION AND LITERATURE

CHAPTER REVIEW

1.1. Multiphase flow, importance and application

Multiphase flow can be defined as the simultaneous flow of more than one phase. The
most common example of such flow is the flow of two immiscible phases and can be termed
as two phase flow. Simultaneous flow of liquid and gas (or liquid and vapor), liquid and solid,
solid and gas as well as liquid and liquid are different types of two phase flow. On the other
hand, flow of a three phase or four phase mixture is not rare. Combined flow of sand, water
and air is used for filling up mine voids. Simultaneous flow of oil, water, air and gas occurs
during oil exploration. It is needless to mention that such flows are highly complex.

Examples of multiphase flow in general and two phase flow in particular are common in
nature, living organisms and man made systems. Rain, mist, sandstorm, hail storms, surf,
foam etc. are natural phenomena involving two phase flow. In science and engineering the
application of two phase flow are plenty. Gas-liquid two phase flow plays a very crucial role
in power generation, refrigeration, air condition and cryogenics, industrial heating and
cooling as well as chemical and process industries. Gas-solid and solid-liquid flows are
widely wused in the transportation of bulk solids by pneumatic conveying and slurry
transportation respectively. In all the cutting edge technologies like space technology, cooling
of highly integrated electronic systems, MEMS and microfluidics, novel biochemical and
medical systems, emerging power sources like fuel cell two phase flow plays a very important
role. However, the above list is far from an exhaustive one. It is only indicative of the

significance of two phase flow and the relevance of its study in engineering practice.

1.2. Complexities in multiphase flow

Fluid dynamics is one of the most complex phenomena of physics. The complexities
increases manifold in multiphase flow. The concept of continuum associated with the single
phase system is immensely helpful in understanding the flow phenomena, analyzing it
mathematically and even conducting experimental studies. In two phase flow the continuum
is intercepted by the presence of deformable interfaces across which there is a sharp variation
of properties and there could be a significant variation in pressure, velocity and temperature.
Further, the interface evolves with respect to time and space. Certain parameters like

interfacial tension, surface wettability, gravity and other body forces as well as conduit shape,
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size and orientation can influence two phase flow in unique ways compared to the single
phase flow.

Turbulence is one of the least understood phenomena in fluid mechanics. Even in single
phase flow there is an enormous need for fundamental investigations to uncover the mystery
of turbulence. In case of two phase flow, the macroscopic non-homogeneity adds further to
the inherent complexities of the topic. The origin, nature, growth and decay ot turbulence
could be significantly different in two phase flow. Little has yet been done to resolve these
issues.

Phase change is another singlemost phenomenon in two phase flow which require a
critical treatment. Apart from the macro scale issues there are many micro scale phenomena
like nucleation, growth and collapse of a phase, local thermodynamic non-equilibrium ele. it
is needless to say that the researchers have to go a long way to understand them fully asv to
model them successfully.

It has been mentioned earlier that the presence of interface is a unique characteristics of
two phase flow. That during their simultaneous motion, the two phases can distribute
themselves in a variety of macro scale morphological patterns is responsible for he
occurrence of complex interfaces. These morphological varieties are known as flow regitv.es
or flow patterns. At this point it may be worthwhile to cite an example. The flowing mi-' e
of a liquid and a gas through a conduit can exhibit a large number of flow regimes. The v e
extreme cases are the gas phase distributed in the form of bubbles in a moving liquid stiv; ;i
(bubbly flow) and the flow of a continuous gas stream laden with liquid droplets (mist or d,;>)
flow). In between there could be a host of other distribution of phases or flow regime ,.
Existence of a particular flow regime depends on a large number of parameters, namely
velocity and property of the individual phase, shape, size and orientation of the conduit with
respect to gravity (vertical, horizontal or inclined), absolute (up or down) and relative (co-
flow or counter-flow) direction of flow etc. Flow regimes can be drastically different Linder
the influence of other than normal ‘g’ or in the presence of other body force fields. On the
other hand, the change of phase gives rise to unique flow regimes. Different stability criteria
are responsible for the occurrence of a particular flow regime. In this respect the currcnt state
of understanding is far from being adequate. As a summarizing note one can mention that two

phase flow often encompasses a number of physical mechanisms working simultaneously
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(multi-physics) and phenomena having different scales (multi-scale). As a result many

situations involving two phase flow are counter intuitive.

1.3. Understanding two phase flow- methods of investigations

The complex physics of two phase flow offers an insurmountable challenge to the
scientists and engineers. Nevertheless, untiring effort is being made by the researchers from
different disciplines to understand the flow phenomena, to analyze and to predict it. One can
trace the early investigations in this direction to be solely experimental. One can not deny the
role of experimental investigations in exploring the unknown physics. The most challenging
task in the experiments involving two phase flow is the measurement of the relevant
hydrodynamic parameters. Often the techniques of measurement are different from those
commonly used for single phase flow. Such unique techniques are not only costly but also not
always available of the shelf. Visualization is essential for almost all problems of two phase
flow for appreciating the intricate flow structure. This is an additional requirement with the
associated cost implication. Besides, experiments are time consuming and are not feasible for
all the situations of multiphase flow. Theoretical analysis can replace the costly and time
consuming experiments in some cases. It can supplement the experimental results in many
cases and can enhance the capability of our prediction. One can also trace a chronological
account of the various methods of theoretical analysis or modelling in multiphase flow. As the
present work is concerned with the modelling of multiphase flow the development of different

models is described in separate sections as follows:

1.4. Early methods

Early attempts of modelling multiphase flow are marked with a high level of idealization
and averaging so that concepts can be easily borrowed from the established theories of single
phase flow (Wallis, 1969; Ishii and Hibiki, 2006). Most of the cases such models used to
consider the spatial variation only along one direction- the direction of mean flow.

The most simplistic model in this genre is described as Homogeneous Equilibrium Model
(HEM). It assumes that velocity temperature and pressure of both the phases and components

are equal. For the analysis of different transport phenomena HEM arbitrarily calculates the
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mixture transport properties based on various schemes of volume average or mass average.
Zuber and Findlay (1965) proposed a better model and considered the interfacial slip
between the phases. Their proposed model is commonly known as drift flux model (DI'M).
This model does not assume that phases are in mechanical equilibrium. The phase vclonties
are allowed to differ from each other and consequently they also differ from the miMure
velocity. The main assumption of drift flux model (Ishii 1977) is that the relative vel.-city
between the phases can be approximated by an algebraic expression. Such type of mode!::-;; is

more applicable for strongly coupled phases.

1.5. CFD models based on averaged formulations

The advantages of HEM or DFM are obvious. In many cases they are amenah. to
analytical solutions. As HEM assumes the flow of a pseudo fluid the conventional schem )f
single phase CFD are applicable in principle. But both of these models ignore the con; :\
physics of two phase flow grossly. In the next level of averaging both the phases v ere
reckoned as separate fluids considering separate set of conservation equations for them. ks
resulted in a new class of model known as two fluid model. This is also an averaged mod. s

the actual distribution of the phases are not considered but their relative influence on the ' mm
phenomena is taken care through the void fraction (a). Two fluid model is well suiteo r
dispersed flow in which one phase is continuous and the other phase is distributed in K
“lumps” of regular or irregular (mostly) shape and size. However, attempts have also k
made to simulate flow phenomena other than dispersed flow using the two fluid model.

Different types of averaging based on space, time or ensemble have been sugges:-k
Joseph and Lundgren (1990) applied ensemble averaging technique to develop equation [ ]
fluid-particle suspension. Zhang and Prosperetti (1994) described ensemble averagin'-i 1
inviscid, incompressible fluid-fluid mixture and developed relationships for time and spal!;J
derivatives of physical properties. Drew and Passman (1999) gave a very broad detail J
overview of averaging methods of multi component flows.

Two fluid formulation can successfully analyze the transient phenomena, wave
propagations and flow regime transitions. A detailed description of the model formulation is
described in the next chapter. Continuous developments have been made in the basic two
fluid model to appropriately reflect the physics of flow. Ishii and Mishima (1981) proposed

that two phase flow is not only dependent on the volumetric concentration of phases but

4
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interfacial area is also an important parameter. Ishii (1>751 developed a scalar transport
equation for interfacial area concentration considering time averaged conservation equation
for the fluids. Two fluid model along with one dimensional interfacial area transport equation
giles a good prediction for dispersed flow in standard conduit diameter range for a given
sphericity of the dispersed phases. But with one transport equation for interfacial area
concentration change in size of the dispersed phase entity can be modeled but not the shape.
Ishii and Kim (2004) recently proposed a more generalized two group area transport concept
which models spherical/ellipsoidal bubbles and elongated cap type bubbles separately.

Several higher order culerian models involving appropriate use of averaged mass,
momentum and energy equations showed impressive progress in recent years. llibiki and Ishii
(2002) developed constitutive equations for coalescence and breakup of dispersed phases and
used them to calculate interfacial area transport. In general, interfacial transfer rates can be
given by the product of the driving interfacial flux and interfacial area concentration defined
by the available interfacial area per unit mixture volume. Kocamustafaogullari and Ishii
(1IW5) proposed a dynamic approach to furnish interfacial area concentration via transport
equation. Wu et al. (19(8) established the source and sink terms of the interfacial area
accounting for the dispersed phase interaction mechanisms. It was followed by Kim (1999)
where the transport equation applicable to the well dispersed flow in a confined conduit was
established. The model was further evaluated by Ishii et al. (2002) and Kim et al. (2002),
where an extensive database acquired in various sizes of round conduit was employed. Sun
(2001) and Fu (2001) developed the two-group interfacial area transport equation applicable
to confined and round flow channels, respectively. Furthermore, the interfacial area transport
equation for a co-current downward two-phase flow was developed by Paranjape et al.
(2003). Similar efforts to provide dynamic models for interfacial area were also made by
Millies et al. (1996), Morel et al. (1999) and Hibiki and Ishii (2000). More recently, the
comprehensive mathematical formulation of transport equation analogous to the Boltzmann
transport equation was published by Ishii and Kim (2004). Lahey and Drew (2002) propose
the ensemble averaging constitutive equations describing forces within the multi-field,
multifluid model interactions.

Another extension of two fluid model comes out in terms of multi field two fluid model
as proposed by Lahey and Drew (2001). The basic idea of the model is that both the fluids can

be present as continuous and dispersed phases. In the model four fields are therefore given by
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continuous liquid, continuous gas, dispersed liquid and dispersed gas. For each of these four
fields separate transport equations are solved by considering mass and momentum tiansfer
with appropriate closure. The four field two fluid model is effective for flows where phase
change phenomena do occur.

Apart from all these models two fluid model is the most widely used approach which
considers two interpenetrating streams as continua. In 1975 Ishii proposed two fluid
formulation by considering each phase separately. The model is expressed in terms of two
sets of conservation equations governing the balance of mass, momentum and energy ii< each
phase. The interactions of one phase on the other appear in these balance equations. ' can
take into account the dynamic and non equilibrium interactions between the phases.

Third and most promising improvement of two fluid model, particularly for dispersed
flow, is to overcome the mono dispersed limitation by introducing several population c; ,ses
(Ramkrishna 2000). In this approach dispersed phase is divided into several classes has. >on
characteristics dimensions. Suitable model (Venneker et al. 2002) for break up and
coalescence of the classes governs the spatial and temporal distributions of the pluwes.
Recently Lo (1996) algebraically related individual velocities of different classes will she
mixture velocity and proposed Multiple Size Group (MUSIG) model. In this model only ;>c
equation is solved for dispersed phase momentum conservation. Out of which sopa,-ate

velocities for all the classes are determined for multiple continuity equations.

1.6. Models of two phase flow with a distinct interface

Along with the development of averaged models, parallel efforts were made for she
accurate modelling of the interface. In a broad sense there are two methodologies namely
interface tracking and interface capturing. An interface-tracking technique requires meshes
that move to “track” the interface. In an interface-capturing technique for two fluid flows,
the computations are based on fixed spatial domains, where an interface function, marking the
location of the interface, needs to be computed to “capture” the interface. Time to time
researchers developed several methodologies which either can track or capture the time
variant interfaces. Hirt and Nichols (1981) presented an overview of the initial techniques
such as height and line functions and marker and cell method (MAC) for modelling of the
irregular interfaces. But these techniques possess certain drawbacks which discourages their

application for complex interfaces. Height and line function cannot handle complex
6
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topologies of the interlaces and MAC requires large computer memories and substantial
computer resources. Among all other developed numerical methodologies Simplified Line
Interface Calculation (SLIC) (Noli and Woodward. 1976) is most common which redistribute
its discretization using a simplified algorithm based on its neighbors. In this method the
interface is considered to be a horizontal and vertical line inside a computational grid. SLIC is
efficient for interface tracking but performs unsatisfactorily for temporally developing
complex geometries. Brackbill et al. (1992) presented continuum surface force model which
uses the gradient of fluid cell to calculate the surface normal and its curvature. In 1981 llirt
and Nichols introduced another version of front tracking method which is capable of
computing highly complicated phase boundaries. This method is commonly known as volume
of fluid method. Volume of Fluid method (llirt and Nichols. 1981) uses suitable
reconstruction algorithms in a eulerian system by defining volume fraction of each phase in
each grid volume. A review of the VOF method can be found in Scardovelli and Zaleski
(1999). But algorithm with volume of fluid requires very low Courant number to produce
stable and accurate solution. This makes the algorithm computationally expensive. Moreover,
in volume of fluid minimum advection of interface can be in the order of control volume
which limits its application for highly complex nature of interface.

In 1988 Osher and Sethian proposed an alternative, level set method for multiphase flow
simulation. In this method two phases are separately represented using the level set function
which advects and reinitializes depending on the individual phase velocities. This method can
capture complex breakage and coalescence without any special treatment. But at the same
time level set cannot conserve mass and possesses limited accuracy. Sussman and Fatemi
(1999) presented a good review about the level set functions and its applications.

To take out the advantages of both volume of fluid and level set method efforts are made
to combine these techniques. Coupled level set and volume of fluid (CLSVOF) is first
introduced by Bourlioux (1995). Sussman and Puckett (2000) subsequently developed a
three-dimensional and axisymmetric CLSVOF method for computing incompressible two-
phase flows with large density ratios, utilizing the inherent essence of CLSVOF. Son and Hur
(2002) also developed a CLSVOF approach for buoyancy driven flows. Drust and his Co-
workers (Gerlach et al., 2005; Gerlach et al.. 2007; Buwa et al.,, 2007) simulated evolving
gas-liquid interface using VOF and CLSVOF. But the major difficulty lies in the proper

handling of advection of volume of fluid function and reinitialization of level set function.
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1.7. Particle based methods for multiphase flow

Recently, a number of meshfree methods have been proposed for analyzing fluid-fluid
interfacial structures. These methods can be efficiently used for situation related to
deformable boundaries, complex geometry and multiple scales. Among all the meshfree
methods smoothed particle hydrodynamics (Lucy, 1977; and Gingold and Monaghan. >977)
is one of the earlier methods and widely used for versatile multiphase flow problems. SPH
was conceived by Lucy (1977) in 1977 and further developed by Gingold and Mon.ujhan
(1977) for treating astrophysical problems. Since then it has been used with appropriate
modifications for numerous single phase fluid dynamics problems including viscous flow
(Takeda et al., 1994), free surface flows (Monaghan, 1994) as well as low Reynolds number
incompressible flow (Morris et al., 1997). SPH requires a special treatment at the solid liquid
interface to ensure no penetration condition. Different methods for modeling of boundary
conditions in SPH have also been proposed till date making the technique more versatile.
Libersky and Petschek (1991) introduced symmetrical surface boundary condition by
inserting ghost particles along and outside the boundary. On the other hand, Monaghan (i )2)
and Monaghan et al. (1994) used ghost particles at the boundary exerting a normal and
tangential force on the fluid particles. Gomez-Gesteira et al. (2004) use fixed particles along
the boundary and smoothly interpolated the values for interior particles. Morris et al. (| 1inini)
assigned an artificial velocity for boundary particles to simulate a no-slip condition. Recently
Liu et al. (2001) suggested two layers of virtual particle arrangement making a compromise
between Libersky and Petschek (1991) and Monaghan (1994). Implementation of SPH in
multiphase flow problems needs a few modifications. For multiphase systems Chen et u.
(1999) proposed an approach for density re-initialization across the interface to take care of a
large density difference between the phases. This technique is termed as corrective smoothed
particle method (CSPM). In 1992 Brackbill et al. proposed continuum surface force (CSF)
model for adding surface tension in grid based technique. Taking queue from the CSF model,
Morris (2000) simulated surface tension acting at an interface between two fluids of the same
density and viscosity.

Among other mesh free methods Lattice Boltzmann Method (LBM) (Higuera and Succi,
1989) has become a popular numerical tool for simulation of multiphase flow dynamics.

While the conventional CFD depends on continuum based formulations LBM has its roots in
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kinetic theorx and exploits cellular automata (I hen and Doolen. [',0S). (.ilM based methods,
though much \oung compared to conventional Cl 1). has shown considerable promise in
handlini: tlow through complicated geometry, How over a large range of Reynolds number,
flow of different tvpes of fluids and fluid mixtures including multi phase flow. Gunstensen
and Rothman (I11,1>") studied the linear and nonlinear multicomponent flow regimes due to
distributions of one phase into the other. Navroles el al. (1°3>2) used moving least square
approximations in a (ialerkin method to formulate Diffuse Element Method (DEM). Based on
DEM, liclUscliko el al. (IW1) introduced element free (ialerkin Method (EIG) tor
multiphase tlow simulation. EIG is currently used for several multiphase flow situations with
the possibility of using l.agrange multiplier as a means to introduce tiekl discontinuities.
Among other meshfree numerical techniques finite point method (I PM) (l.is/ka and Oikis/.
11,8ti). Reproducing Kernel Particle method (RKI’M) (l.iu et al.. 1*¥>5), Point Interpolation
Method (PIM) (l.iu and (in, 20(11) are to name a few. RKPM (l.iu et al.. 2(1(15) uses a
reproducing kernel interpolation function to attain a more efficient description of continuum
behavior along with the numerical description of smoothed particle hydrodynamics, l.iu anil
Xiao (2imx>) used PIM to solve immiscible two phase tlow in porous media. They have used
additional liner or quadratic polynomial for approximating a function other than the particle
approximation. Another microscopic meshfree particle method, molecular dynamics (Alder
and Wamw right, luis gained popularity with the increase of computational power for
simulation of multiphase flow situations. But as molecular dynamics requires a huge
computational power it is applied mostly for evolution of separated How situations such as
micro drop dynamics (Van and Ji. 2008: Hong et al. 200')) and bubble behavior in
nanochannel (Kinjo and Matsumoto. 1998). For details of molecular dynamic simulation one
can refer (Tuckerman et al.. 1991). Other meshfree particle methods employed for multiphase
tlow simulation are dissipative particle dynamics (Hoogerbrugge and Koelman. 1992).
mining particle semi implicit method (Koshi/uka et al.. |9 )8) etc.

Combination of eulerian and lagrangian techniques are also used time to time for
simulation of multiphase flow dy namics. Arbitrary lagrangian eulerian (ALE) method is the
most popular method of this genre. The method is introduced by Ilirt et al. (1974) and
substantially developed by several researchers for multiphase flow problems. ALE methods
are widely used in the modeling of blood flows (Gerbeau and Vidrascu. 2003) or motions of

glacier (Picasso et al.. 2004), i.e. for problems with small or slow deformation.
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Francios and Shyy (2003) combined front tracking marker-chain method in immersed
boundary technique to efficiently model surface tension and contact angle even in a
completely non wettable surface. Tryggvason and Unverdi (1999) used color for surface
particles to track fluid-fluid interactions and employed front tracking methodology to

determine the evolution of the interface.

1.8. Sharp interface versus diffuse interface

Conventionally, the interface is assumed as a zone of infinitesimal thickness which
separates the bulk phases. The pressure difference across the interface is balanced by a special
force termed as surface tension (Panton, 1984). There is an abrupt variation of properties
across the interface. This picture emerged from the works of Young (1805), Laplace (!wO05)
and Gauss (1830) in the early part of 1800. Mathematically it is needed to impose suitable
boundary conditions at the interface to simulate processes like capillarity. In contrast, to the
“sharp interface” described above, Poisson (1832), Maxwell (1876) and Gibbs (Uj76)
conceived the interface as a narrow region characterized by a smooth but rapid variation of
physical properties between the bulk values of the two fluids. The later description of the
zone intermediate to both the fluids is known as Diffuse Interface (DI). The concept of DI
was substantiated further by Raleigh (1892). van der Walls (1893) postulated the gradient
theory for the interface and formulated a method for the prediction of interface thickness
based on the equation of state. Finally, the constitutive law of capillary stress tensor was
developed by Kerteweg (1901) in terms of the spatial gradient of density.

DI approach is based on a rigorous conservation of energy where the length scale of the
phenomena is comparable to the interfacial thickness (for example near the critical point) DI
gives a definite advantage over the free boundary description of interface. Besides, this
method has been reported to give better results for contact line problems and complex
topological problems like breakup and coalescence (Anderson et al., 1998). DI also helps to
alleviate the numerical difficulties associated with stress singularities (Ding and Spelt, 2007).

Cahn and Hilliard (1958) thermodynamically proved that free energy at a point is not only
dependent on the local composition but also it is biased by its immediate neighbors. They
extensively studied the diffusion dominated interface and correlated the neighboring

composition gradient around the interface with the local energy content in the form of Cahn-

10
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Hilliard equation. \ i\ 'kn il'*'l'! developed a theological expression tor binary fluids
subjected to topological changes considering an interlacial layer between the lluids. Aiklei-on
cai i modeled motion ot a single component compressible tluid near its critical point
using 1)l under the adiabatic condition. Further, they studied the internal gravity waves in
near critical state ot the tluid employing approximate van der Wall's equation of slate. l.ater
on. Lugmin i.'Mhhm investigated moving contact line dynamics of a Cahn-I lilliard-van der
Wij.ils (I'HW) diffuse mean field interface. His analysis of DI is utilized in both linearized
and mm linear finite difference calculation. I.m and Shen (.’imi.m used coupled Navier Stokes
Calm Hilliard equation which includes energetic variational formulation for the extra stress
representing the capillary effect of the mixture, lapia and l.ope/ (JOU'M proposed a free
energy based formulation of diffuse Illuid-lluid-solid interface. They have used Chebyshev
pseudo spectral methods with mesh adaptation for the solution of I)| type problems, van der
Sman and van der litaaf (’DOS) employed I)I scheme in Lattice Bolt/mann equation for
solving drop spreading phenomena in a shear How field. Ihey have also showed that artificial
compressibility error induced by [I)I formulation can be eliminated by including surface
tension as a body force in Navier-Stokes equation. Hut till date not many efforts have been
made to incorporate to the l.agrangian description of the interface.

Recently. Xu cl al. (.’OIW) used mass density as ordered parameter to combine DI concept
with Si’ll and investigated precipitation and dissolution problem of multiphase How.
However, the adoption of DI in particle based CFD simulation is rare. Algorithms should be

developed such that the advantage of DI can also be exploited in particle based simulation.

19. CFD models for flow with a phase change

The change of phase introduces additional intricacy in two phase hydrody namics. Firstly,
the mass of an individual phase is not conserved. Secondly, the evolution of the interface
depends on the conjugate effect of local hy drody namics and the process of phase change. The
computational simulation of the two phase How with phase change poses a significant
challenge. Out of different phase change problems the process of vapor formation from a
liquid phase has been considered in the present dissertation. Accordingly, some important
literature relevant to liquid-vapor phase transformation is elaborated below.

One can trace back a number of fundamental investigations, mostly analytical in nature.

11
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which contributed towards the understanding of phase change process due to evaporation. .
The growth of a bubble in superheated liquid was first analyzed by Bosnjakovic (1930). The
early theoretical works of Plesset and Zwick (1954), Forster and Zuber (1955), Scriven (1959)
establishes the governing laws for bubble growth in superheated liquids over a wide range of
Jacob number. Mikic et al. (1970) proposed an equation for bubble growth which is
independent of Jacob number. Lee and Nydahl (1989) calculated the bubble growth rate by
solving the flow and temperature field considering a wedge shaped micro layer below the
hemispherical bubble. Zeng et al. (1993) estimated the bubble departure diameter during
single bubble growth under nucleate boiling situation. Later, several analytical efforts were
made to predict the film growth (Robinson and Judd, 2004) its collapse (Naude and M...-ndez,
2007) and subsequent generation of vapor bubble nucleation (Lee et al., 2003). An extensive
review of the previous works is given in Shiotsu and Hama (2000). Despite decades of
research still there are many aspects of boiling heat transfer that are not well understood.

With the advancement of numerical techniques, options opened towards the
implementation of numerical methodologies for the prediction of phase change heat transfer.
Welch used finite volume method for the numerical simulation of bubble growth under
saturated condition considering the conduction in the solid wall. Son and Dhir (19971 used
moving grid method for the prediction of interface of film boiling on horizontal flat plate.
Juric and Tiyggvason (1998) used front tracking method for numerical analysis of 111m
boiling heat transfer. Conventional interface tracking methods like volume of fluid (\v,:!ch
and Wilson, 2000) and level set (Son and Dhir, 1998) is also used for numerical simulation of
film boiling heat transfer. Son et al. (1999) considered spatial temporal distribution of wall
heat flux and microlayer heat transfer for numerical simulation of isolated bubble on heated
surface. They have used level set method for interface capturing. Esmaeeli and Trygg”-.on
(2004) combined front tracking method along with immersed boundary technique to account
for the velocity boundary conditions on irregular solid surfaces. Tomar et al. (2005)

g bubble formation, growth and departure in film boiling situation using combined
level set-volume of fluid method. They correlated the frequency of bubble formation with
egree of superheat by considering film rupture phenomena due to Rayleigh-Taylor
instability. Tomar et al. (2008) performed a linear stability analysis for multimode bubble

analysis and showed that increase of heat flux stabilizes the film until Rayleigh-Taylor
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As main phase change problem involve a large change in densiiv, the implementation of
the basic Si’ll scheme ma) pose a difficult). Monaghan et al. (2im)m used the concept of
virtual solid particle to model freezing of tine or two component svstem emploving smoothed
panicle Indrodv namics. Particle redistribution was needed at regular intervals tor capturing
the dvnamic interface. However, as the problem considered did not involve an) fluid motion
the interface location was dependant only on the energ) equation.

| hough there is apparent similarity between the solid-liquid and liquid-vapor phase
change, there are also some differences. For solidification and melting it is usually
permissible to neglect change in density. But boiling or condensation is associated with an
abrupt change in volume which complicates the phenomena compared to a problem of solid-
liquid phase change. Moreover, this change of volume pose a great problem to the particle
based models. Special algorithm is needed to tackle the change of volume during liquid vapor

phase change.

I.1d. Shortcomings in the literature

The above review briefly described the literature on averaged formulation of two phase
flow as well as detail simulation of the dvnamic interface. The review is far from an
exhaustive one. But emphasis has been put on the topics and methods directly relevant to the
present dissertation. Though the volume of the literature on the computational modelling of
two phase flow is growing very rapidly, one can readily identify a number of shortcomings in
the existing literature which need immediate attention from the researchers.

« Despite host of investigations in gas-liquid two phase flow, the dynamics of different
sized discrete bubbles are not well understood till date. Temporal evolution of bubble
size due to merging of two bubbles and breaking of a single bubble into two needs to
be described from the first principle.

¢ Flow regime maps for two phase flow in literature are developed mainly based either
on void fraction data or the superficial velocities of the phases. No effort has been
made till date to predict the flow regime transition using computational fluid
dynamics.

« Different distribution patterns of void fraction along the radial plane of the conduit

are not investigated in detail using CFD.

13
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e Though Lagrangian particle based techniques are suitable for the description of
moving interafce, meshless methods are not extensively used for numerical modelling
of multiphase flow.

e The concept of diffuse interface may be adopted also in the particle based techniques
to exploit the advantage of this technique.

e The simulation of a moving three phase contact line is a challenging task. The motion
and spreading of droplets have been modeled assuming them as wedge shaped film.
Attempts have also been made to apply different grid based techniques. It is worth
while to employ the particle based technique as it is well suited for complex arbitrary
shape.

» Extension of particle based technique, for the modelling of phase change problem is
another topic which demands attention. A robust algorithm which can take care of the
evolution of complex interfaces in phase change problems with a large density
difference is yet due.

This thesis aims at developing some computational algorithms to address some of the

above issues. Though the algorithms have been applied to solve specific problems they have

the generality of solving other problems of similar nature.
1.11. Organization of thesis

The present dissertation is organized in six chapters. The first chapter (the present
chapter) describes the importance of two phase flow and the necessity of computational fluid
dynamics for analyzing such type of flow. A briefreview of literature on typical CFD models
for two phase flow is also presented. Emphasis has been given to the literature directly
relevant to the present investigations. Based on this survey some lacunas in the literature have
also been pointed out. In chapter 2 development of an averaged model based on two fluid
formulation and population balance technique has been described. The model, generally
suitable for dispersed flow, has been applied to simulate co-current bubbly flow through

conduits. Pipe sizes normally encountered in two phase transportation have been
considered. For example, the largest pipe diameter simulated is 76.2 mm while the pipe length

is around 100D in many cases. Additionally, some physics based criteria have been proposed

14
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tor the transition of bubbly tlou. Based on these criteria the computational results have been
used to construct the tlow regime map.

In chapter 3 panicle based smoothed particle h>drody namics is used to model well
defined interface between the phases. Bubbling from submerged oritice is studied in details
usinu the methodology. lhe characteristics length of the domain is considered to be m the
order of 10 ' m. Parametric variations of the inlluencing factors are reported along with the
inlluence of gravity over the bubble formation procedure.

In the next chapter diffuse interface concept has been incorporated in the Lagrangian
smoothed particle hydrodynamics to avoid the sudden jump of properties across the interlace.
Several static and dynamic cases of milimetric si/e range are revisited using the developed
hybrid methodology to establish the suitability of the model. In the same chapter drop
manipulation using wettability gradient is modeled using diltuse interlace based smoothed
particle hydrodynamics. Drop si/es are varied in a wide range of scales starting trom 10 ‘* m
to 10 ill.

In chapter 5 a novel numerical method is described lor the modelling ol phase change
processes. Developed model can track the transformation of high density liquid particles into
lighter vapor particles without violating the conservation of mass. In this chapter ellorts have
been made to model the phenomena film boiling around a spherical solid and on a horizontal
plane surface. Hie evolving interfaces are considered to start from the order ol 10 m in
dimension.

Chapter 6 summarizes the main conclusions of the thesis. Significant findings from the

developed numerical methodologies and the future scope of research are described here.
1.12. Summary

In this chapter, numerical techniques available in literature for prediction of two phase
flow are discussed. Separate attentions are given for techniques capable of solving well
dispersed and well separated flow. Finally, literatures related to modelling of non adiabatic
phase chanue are also mentioned. But as multiphase flow is one of the very active fields of
research nowaday s there exist a huge volume of literatures. We arc aware that our literature
survev is not exhaustive. Due to the paucity of space we have restricted our discussion mainly

to the topics directly related to our investigations.
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2.1. Introduction

Multiphase llou is characterized bv the presence i>t’intcrt.iccs. lhe behavior ot such tlow
is yre.nl> intlueneed b\ the mechanical, thermal and chemical interactions at these interlaces.
|[ is therefore needless to say that the success of simulating such Ilou phenomena depends on
the accurate modeling of the interface and the interfacial interactions. But the complexity ol
multiphase (low in main of the practical systems often forbids such an activity On the other
hand, even if one possesses the detailed knowledge (ZTiospeietti and Ir\ ggvassun. 2ui>7l
regarding such interactions one can seldom use this huge information for practical purposes.
Rather, in most of the situations only some sod of averaged value is usable. lhis has
motivated the researchers to simulate a large number of multiphase llou problems based on

averaged formulation. Different types of averaging namely space averaging t/.uber. [I'Xvl;

I hn. time averaging (Ishii. 1975; Ishii and Mishima, 1'ISI), space-time averaging
I'l,ilu\ and I>ieu. Drew aiul Passman. and ensemble averaging (/hang and
I'ios|'eietti, Kolev. 2<)i)2l have been tried for multiphase How.

Averaged models are particularly suitable for dispersed flow. In such llou one phase,
called the carrier phase or primary phase has a more or less continuous distribution in the
flow Held while the other phase, defined as secondary phase is rather discontinuous or
dispersed in it. Bubbly flow and droplet flow are good examples. The continuous phase is
modeled based on an eulerian approach. The dispersed phase is modeled based on either
eulerian or lagrangian approach. As separate sets of conservation equations are used for each
of the phases such models are also commonly described as two fluid models. An important
idealization of the averaged modelling is popularly known as interpenetrating continua or
mixed continua (Rakhmalulin. 151> According to the hy pothesis of the interpenetrating
continua both the phases are simultaneously present at each and every point of the
computational domain while their influence on the hydrodynamics and the transport processes
is given by the local phase fraction. An averaged model is approximate. It needs to be closed
by suitable closure relationships. It is of utmost important to select these relationships
particularly for the interfacial interactions. In the present chapter different aspects of bubbly
flow is modeled based on culerian-eulerian two fluid model considering interpenetrating

continua.
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-J crress towards the modeling ol a class of

Though the two fluid model ISa CMS' distribution of JilTcrenl length
multiohase flow it needs augment*® to take care

scales of the secondaiy phase in the matrix of the primary phase. Seven, rescaic us ,.,v

Zed statistical p o tio n balance mode, (PBM) for prediction of .he behavior

dispersed phase entity. Fn and ,shii ,2002) developed »-g,oup inter ,ci, area

transport equation for prediction of bubble dynamics ranging from spherical,l,su.rtc ,,,,N e

slug/cap bubbles. PBM can encounter the birth and death of a parttcular s,,cd «*,,, » K

breakage or coalescence of the secondaty phase. In this chapter we have seamlessly < -pled
two fluid model along with population balance equation to simulate bubbly (low. Dos,. ,u,,n

of the model development is presented in the next section for gas liquid bubbly llov.

Pipe
sizes normally encountered in two phase transportation have been considered, lor s , pic.
the largest pipe diameter simulated is 76.2 mm while the pipe length is around 1001) in =my

cases.
2.2.  Model development

Fig. 2.1 depicts the typical flow of two phase mixture where the lighter phase is disp. ed
in the form ofbubbles of different sizes in around vertical conduit. The constitutive equ;! mis
of each phase are developed based on the volume average properties of the phase. 1lie :al

population ofbubbles of the discrete phase is discretized into subgroups based on voir e

Depending on the interactions with primary phase secondary phase bubbles may brca’ 't
coalesce with other bubbles present in the flow. Size discretization based on volume a\>> ds

intermediate bubble generation during coalescence. In the present model each group ol
bubbles has its characteristic length and occupies a fixed space at any instant. At any location

number ofbubbles in each group can be individually tracked.

2.2.1. Two fluid model

For the solution of macroscopic flow field eulerian two fluid model (Anderson ;ums
Jackson, 1967) has been used considering the idealization of interpenetrating continua. The
approach gives the freedom to use coarser grids and longer time steps compared to the
eulerian-lagrangian approach. Isothermal dispersed flow in the absence of any phase change

can be described by the conservation of mass and momentum for each of the phases. For the
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model development we assume that the flow is co-current and axisymmetric. The
conservation equations in r-z coordinate system are given below based on the formalism of
two fluid model.

Continuity equation:

dt @D
rmomentum:
o U]+~ [p,alf]+2 [p,<W,]=-a,~ +apgr+p =~ (au,) 02
APiau, ,M3, , d2, . ~ '
v oty 6r\a'Ui)+P s Ka'U) - Fn-,r+Fu;r-Flir+FMip-
Outlet

Fig. 2.1 Schematic representation of bubbly flow through a vertical conduit

Z momentum:
5r I ~r i 57r 71
n > N D \ . .
U\p m J+ drU w w +OZEP|a|W|j a, gy ta Pg; +P'ﬂ'r \a w>) »
+IM-AX adW)m A (a,w,)~ Fw, + Fw, - F,,, £ Fdispz.

Here i = 1stands for primary phase and i = g stands for secondary phase. The above set

of six equations contains seven unknowns. These are the axial and radial component of phase
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velocities (4), axial pressure, void fraction and local gas density. This system of simultaneous
equation can be closed by the introduction of a suitable closure relationship. The relationship
between local pressure and gas density could be a possible choice. In the present work the

equation of state for ideal gas has been used for that purpose.

2.2.2. Interfacial momentum transfer

Constitutive relationships for the force terms used in the momentum equations are
selected from the published literature (Wang et al., 2006).

Fig is the interfacial drag force that can be expressed as (Richter, 1983):
T- 2C,
IE,, o “ArRg(ug- u)ug-ul+l #ug (ug- u,) (2.4)
In the above expression CH is the interfacial friction factor and is given by
CR=CDyf~A(l-aY1ll — (2.5)
v ' Ps 2Rb

CDis drag coefficient for a single bubble and RBis average bubble diameter at a particular
location which is determined through population balance technique. This is one of the
interfaces between the two fluid model and population balance technique.

Based on Chisholm’s (1973) correlation wall liquid friction force Fwi (Egs. 2.2 and 2.3)

can be expressed as:

Fw = AP, . (2.6)

Here AP/O is the single phase friction pressure drop, B is an empirical constant dependent

on the fluid pair (B - 12500) and n = 0.25 for gas liquid system. Xcand Yccan be expressed
as follows:

for
X. =- JgqPi (27)
l-a p, U fioPg

a psvg

Wall friction factor for the secondary phase is also calculated in the same manner. As

there is no mass transfer between two phases, FOl and Fu can be neglected.
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luibulent di~peiMon torcc ol sccond.irv plu->e in considered in the lorm ol lavre
av cia-jed v.iti.il'lf-" ii 1sio =1t 1 as
V « \(t.
/o =C C (2.9)
' Sc,. u u
.nui arc the turbulent dispersion force coefficient and Dray force coellkient lor a
single bubble. is taken as 0.1 in the present simulation. y,_ is turbulence kinetic viscositv

and Sc., is turbulent Schmidt number of the secondary phase.
2.2.3. Population balance equation

A population balance (Ramkrishna. 2000) has been incorporated in the present model to
keep account ol’ bubble evolution in the bulk of continuous phase due to coalescence and
breakup. As a result oftliesc processes hubbies of new groups (birth) mav appear and those of
existing groups mav disappear (death). Accordingly the population balance can be obtained in

terms of birth and death rate.

rn(r, t.d) cn(r.:.tul) cn(r.:Jul) . . ,
— et o/ Pt i +n-— i-———-"- - ILAT.Z.tul)- DATr.z.tul)
ct < * fr (2.9

+ (r.z.tul).

In the present model entire population of bubble is discreti/ed into different subgroups of
equal volume interval. As the bubbles are equispaced in volume, newly born bubble during
coalescence explicitly falls in one subgroup node. This eliminates weighted distribution of
intermediate bubbles into their neighbors during coalescence. Any bubble formed due to
bubble breakage other than these pivotal si/es are distributed among the neighboring si/.es
keeping the bubble mass and number fixed (big. 2.2a). Nucleation of new bubbles as well as
change in bubble si/e due to evaporation, condensation, shrinkage and elongation is not
considered in the present model.

Present model only recognizes the appearance of newly born and disappearance of the
extinct bubbles due to dvnamic interactions in a fixed control volume. However, their
redistribution is considered as random and solely guided by the advection of two phase

mixture. Further. only binary coalescence and binary breakage of the bubbles are considered.
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2.2.4. Bubble breakage

Collision with turbulent eddies (Fig. 2.2b) are considered as the mechanism of breakup.
Breakage of a bubble is possible only when the turbulence kinetic energy of the striking eddy
supersedes the effect of surface energy of the interacting bubble (Wang et al., 2003). Breakup
occurs when an eddy of size comparable to the bubble characteristics length collides with it
If the eddy size is larger than the bubble characteristics length, collision between diem is
unable to make any crater over the bubble shape. Thus, in Fig. 2.2b only eddies denoteJ by 1,
2 and 3 are effective for breakup process. Sizes of the daughter bubbles due to breakage
depend on the strength of eddies (Luo and Svendsen, 1996) which in turn depend on the
local hydrodynamics.

Birth and death of bubbles due to breakup process can be calculated as follows:

co

Bb(r,z,t;d) =f?)(d' - d,d)v(d )g(d')n(r,z,t,d")dd" 10)
and DB(r,z,t;d) =n(r,z,t;d)g(d). (2.1
(iiur
i
Y. )
V!
wYV,
tm” V=Vi+V;

Redistribution of daughter bubbles

f2, O

b. Breakage

Fig. 2.2 The scheme of redistribution and the mechanism of breakage

B,%d on the model proposed by Kostoglou ,,,d Kambelas (20(16, bubble breakup
frequency can be expressed as:
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g{d) =k {\-a)\-T\ JJO+#)2 204t\c\p4

dcdfv. (2.12)
Here f. is the ratio of the volume of mother and daughter bubbles and £ is the energy

dissipation rate per unit mass which can be written in the following fashion (loannou et al..

2004) in terms of pipe diameter (D) and mixture velocity (Um):

£ :g K (2.13)
2D
Here, Umis calculated as follows:
U«="j(Uui +wiY +}/("?2+y m (2.14)
g is an empirical constant and can be expressed in terms of fvas follows:
(2.15)

~mitl is the non-dimensional minimum daughter bubble size that can be obtained from

the Kolmogroff microscale as described by Tsouris and Tavlarides (1994). For bubbles of size
larger than a critical value instantaneous break up may take place because of the instability of

the fluid-fluid interface. According to Carrica and Clausse (1993) the probability is given by:

i* (d-de)"
d)=Db (2.16)
9(d) {d-dj'+d;

where dc is the critical bubble diameter, set as 27 mm, b* and m are model parameters set
as 100 s'land 6.0, respectively (Carrica and Clausse, 1993).

Daughter distribution probability rj{d”",d1) proposed by Kostoglou and Karabelas

(1998) is used in the present model as
f

) 1 1 2{zi—1) 61
tj(dl,d2) = -+ )
nd.,

A-+a \-" +b b+0-5

(2.17)

where | is the normalization coefficient and expressed as:
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a and b are parameters that define the shape of the daughter drop size distribution function. In

the present model the values a = 0.1 and b = 1 are used that signifies “U” shaped bubble size

distribution.

2.2.5. Bubble coalescence

For coalescence of bubbles to occur in the turbulent flow field of a two fluid mixture, the
bubbles must first collide with each other and then remain in contact for sufficient titv.e so

that the processes of film drainage, film rupture and finally coalescence may occur (Fig. 13).

Approach Thinning of film Rupture of film

Fig. 2.3 Steps of coalescence process

The process of birth and death due to coalescence process can be expressed by the

following expressions:

and Dc (r,z,t;d) =n(r,z,t;dv) Ja[dv,d, )n(r,z,t;d,)dv .
(0]

The binary coalescence of two equal sized bubbles generates a daughter bubble having
1.26 times diameter of its parents. Therefore two bubbles having the dimension greater than
0.8D (D is tube diameter) will result a coalesced bubble of diameter greater than D. This
obviously goes beyond the computational domain and is also physically unrealistic. Further, it

has been reported (Tomiyama et al, 2003) that bubbles with diameter 0.6D represent a
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transition id cap bubble or a Fa)lor bubble. With .ill these consideration maximum bubble
diameter is restricted up to the half of the diameter of the pipe through which the flow occurs

to attain transition between dispersed and separated flow.

Coalescence frequencv A(i/,.</.) is the product of the effective swept volume rate. hul:.

d i and film rupture efficient) p(du Effective swept volume rate is calculated using the
analog) between kinetic theory of gasses and bubble coalescence phenomena. Accordini; to

<oulaloylou and Ia\ larides (1 77) effective swept volume rate is calculated as:

Film drainage is controlled by inertia and surface tension forces ((. Testers, 1‘X)| ). For two
bubbles of diameter d| and d; Coulaloglou and favlarides (1 ‘>77) proposed the film rupture

efficiency as follows:

The numerical constants c: and Ci are related to the collision frequency and the rupture
efficiency respective!) . Values of ¢; and ci are taken as 0.0055% and 5.4X10sas
referred by loannou et al. (2004). They used the experimental data of l.ovick (2004) to fit the
values of the above constants.

From the above description it may be noted that no rigorous turbulence model has been
used. As the two fluid model is not the "exact" one but an approximate representation of the
flow dynamics, any turbulence closure incorporated in the two fluid model also suffers from
the same limitation. There are different options for turbulent closure in a two fluid model. All
the closure relationships depend on empiricism of different magnitudes. Several researchers
(llu aiul /hang, 2007; Fkambara et al.. 200.S) used k-c model for turbulence in two phase
flow as this model gives reasonably good predictions in a number of single phase problems,
k-c model uses a number of empirical constants derived from single phase experiments. The
applicability of these constants in two phase flow is questionable.

Further, wall function for two phase flow is not as standardized as in the case of single
phase flow. It may be appreciated that the presence of dispersed phase will change the wall

function: particularly as the dispersed flow can have different structures like core peaking.
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wall peaking etc. According to Prof. Prosperetti (Prosperetti and Tryggvason, 2007) the

adoption of k-s model can not be justified other than “a very crude approximation . In the

absence of any unequivocally accepted turbulence closure in two phase flow a simple

turbulence energy dissipation function (Egs. 2.13) has been used in the present model.

However, the model developed by this adoption gives reasonably good predictions for a

number of experimental results.

2.3. Boundary condition and solution procedure

For dispersed flow in a vertical duct following boundary conditions are employed:

For both the phases, at the inlet uniform velocity profile in stream wise direction and
zero velocity at the crosswise direction is assumed. No slip condition is prescribed at
the wall of the conduit.

Void fraction of secondary phase (a) and pressure at the inlet are specified.

For a better simulation of the flow field finer grid have been used near the wall. A
small velocity as per the logarithmic law of buffer layer is implemented at a very
small distance from the conduit wall (Schumann, 1975).

Uniform distribution of equal sized bubble of secondary phase is considered at the
inlet whereas initially (t=0) the conduit is filled up only with the primary phase. It can

be expressed as:

A v constant for d =d,,
n(r,0,t;d)= (2.23)
0 for d * dm
and n(r,z,0;d) =0, (2.24)

where dinis the bubble size of secondary phase entering at the inlet plane and can be
selected as desired. This mimics a situation where the secondary phase is introduced

into the conduit by a large number of nozzles uniformly distributed at the inlet

section.

Overall possible bubble sizes of seccdar, phase (#,,ms j s y ) are divided inlo

40 equal volumes to simulate a realistic flow phenomenon.
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Solving Egs. 2.1-2.3, velocity field at each grid point is calculated and is subsequently
used for determining the mixture velocity at that particular position. 0.1% convergence
criteria is used for both velocity and density field of the bubbly flow situation. Mixture
velocity is used to determine the distribution of bubble size for the next instant based on the
population balance equation (Egs. 2.9). Fig. 2.4 shows the solution methodology of the

proposed model. Simulation is forward marched till either a steady dynamic solution
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(—n(r.:,t\d)*Qfora\Ld) is reached or the hydrodynamics gives a clear indication
dt
towards the transition into a different flow regime. Using the developed methodology and

boundary conditions three different situation of bubbly flow is studied in the next sections.

2.4. Gas liquid upflow through a vertical circular duct

2.4.1. Grid independent test

Downward bubbly flow in circular conduit has been simulated using developed two fluid
model along with the population balance technique. Solution of the model based on the
algorithm shown in Fig. 2.5 gives the phase velocity and void fraction at any particu point
of conduit. Computations have been done selecting different mesh size and time step i  heck
the grid independence and to find out optimal values of grid spacing as well time step. Results
on the effect of mesh size on void distribution are depicted in Fig. 2.5. From this study it is
decided that 20 radial grids will be sufficient for a compromise between the accuracy and the
computational time. For the flow field to become fully developed total length of the pipe is
assumed to be minimum of 100D. Grid independent studies have also been made fo; axial
direction and 1000 nodes were found to be sufficient for that. Total number of cells then turns

out to be 18981.

NondIlmenslonalized Radial location

Fig. 2.5 Effect of radial mesh refinement on void distribution
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2A1 Model \alidation

liic:c is a considerable volume of gas liquid bubbly luo phase tlow data in open
litciatute. Among them one pioneering work In Scii/.twa el al il'"'"! and one recent work
hy 11 i and Akimoto ('1"inu are selected tor the \eriticalion ol the picsent model,
(.'ompaiisotis of the present simulation against these data are described below.

In 1'ig. 2,b computational results are compared u ith the data of Seii/au a et al i Il Ni tor
\aiious inlet qualities and reported bubble diameters. Simulation results are taken at a
considerable distance (.’(ID) from the inlet plane to a\oid the effect of entrance region. Liquid
velocity is kept at !().> ms to make the comparison relevant. Void fractions at different
qualities are presented with respect to nondimensionali/ed radial position. Ihough there is a
mismatch in the profiles near the uall it is clear from 1ig. 2.f> that the model predicts the
radial void fraction distribution satisfactorily. Near the uall. an improved modeling of the
motion ol the continuous phase including the effect of boundary laver and butler layer may

give a better result.

™. h V.- «KI
n ur's
C (1> m
11 tr V
fJ = ' TV
I ; ; N
|, | ) ) )
0 02 o-1 iiCi 0s 1

Nondinicnsionnl radial position

lig. 2.6 Radial distribution of void fraction- comparison of present model with the

experiment of Seri/aw a et al. (11>75)

i >hmiki anil Akimoto (2000) have used optical void probe for void fraction measurement

aiui dual sensor resistivity probe for the measurement of bubble velocity and its fluctuation
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measurement. In Fig. 2.7 radial distribution of void fraction generated by numerical
simulation with identical conditions is compared with the results of Ohnuki and Akimoto
(2000) for a liquid velocity of 0.18 m/s and gas velocity of 0.11 m/s and a satisfactory
agreement has been observed. Void fraction profile for a higher liquid flow rate of 0.35 m/s
keeping the air flow rate same (0.11 m/s) is also depicted in the same figure. Simulations

using the same velocities of both the phases as reported by Ohnuki and Akimoto (200(5) show

a good agreement.

Fig. 2.7 Radial distribution of void fraction- comparison of present model with the

experiment of Ohnuki and Akimoto (2000)

Comparisons of the predicted radial profile of volume averaged bubble diameter with
experiment are depicted in Fig. 2.8. The developed model predicts the correct trend though it
under predicts bubble diameter towards the tube wall.

esent model is also used to investigate the distribution of bubble Sauter diameter in a
radial plane. Computed result of bubble Sauter diameter is compared with experimental
observation of Shen et al. (2005) for air water flow through a tube diameter of 200 mm. Fig.

*'9 sh°ws a Ve°' 8°o0d Predlctlon of Sauter mean diameter at a gas superficial velocity 0.186

m/s for three different liquid superficial velocities covering a wide range. Prediction is also
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2.9 Comparison of computed bubble Sauter diameter along a radial plane with the
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8w

Fig. 2.10 Comparison of computed bubble Sauter diameter along a radial plane with the

experimental result of Shen et al. (2005) at high gas superficial velocity

2.4.3. Prediction of bubbly-slug transition

It is clear from the available literature and above mentioned validation that the application
two fluid model along with PBM or interfacial area transport equation has produced
reasonable success in the prediction of bubbly flow. However, till date not much effort has
been made to predict the transition of co-current bubbly flow through a circular conduit using
CFD. At low and moderate liquid flow rate bubbly flow transforms into slug flow with the
increase of air flow rate, whereas transition from bubbly to dispersed bubbly flow is observed
at high liquid flow rates (Wallis, 1969). Classically these transition criteria have been derived
from control volume based approach using a number of simplifying assumptions (Taitc! et al.,
1980; Mishima and Ishii, 1984).

From these criteria transition is predicted based on the phase superficial velocities without
taking other process parameters (like tube diameter, inlet bubble size distribution etc.) into
cognition. Further, a considerable variation has been reported in the transition boundaries
observed in different experiments. It is expressed that CFD technique can be a better tool for

identifying the transition criteria for bubbly flow. Bubbly flow shifts towards dispersed
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Fig. 2.12 Radial bubble count histogram at different axial locations for low flow rates

In Fig. 2.12a-c the bubble count of different subgroups in a radial plane is shown for
different axial positions. Bubbles of 10th subgroup (2.145 mL) are introduced at the inlet. It
may be noted that for a liquid velocity 0.3 m/s and air velocity 0.1 m/s there is no bubble
growth due to coalescence, rather there is formation of smaller size bubbles as one moves

towards the downstream.
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lhe u'.ik~a'ila® ot babbles is clear!) v i ic fc 111>u 113 J 1 :a-c .it 1 hieh ph.i'e

v/.,\ilies (liquid velivitv ft *in s and e.is vehvr.) i3 1in si even a! .in axial lenetli 1= [11!)

position one can see loim.ition ol bubble up to 1 sulvtoup ot -o th.it is considerablv

v compared to the bubbles intri\luced .it the inlet pi.me (H> subgroup) luitlier

.vn n-.tieam the number ot huge M/e bubbles (V A .1 iiKte.ises and new bubbles with elen
l.iimet diameter eome into existence.

lo confirm the generation ot larger bubbles at liieher gas and liquid tlon rates a total

volume count ol bubbles ahove and below those intioduccd at inlet are depicted in lable 2.1.

licnei.itioii ol larger bubbles at higher phase Ilou rates can also be conlumed In taking

an account ot the volume of'the bubbles of different subgroup. f <tr tliese 1 non-dimensional

p.uameter namclv V, .. has been defined as follows:

V ™
ro.oo" . (2.25)

X

nheic p siibei'oup ot bubbles enters at the inlet. V. .. at different axial planes tor lon and
hp.'h phase tlon rates are presented in Table 2.1 and 2.2.

At lon phase tlon rates (Table 2.1) the value of V. .. is relative!) lon and assumes a
constant value after some distance from the inlet plane. Ihis indicates the existence of a
steadv  bubblv tlon for the given h)drodv namic parameters. As the flow develops,
downstream ot the inlet plane coalescence and breakup occurs, the process ol break up being

more dominant compared to coalescence.

lable 2.1 Hubble volume account below and above the bubble si/e introduced at the inlet for

liquid velocity ()..'m s and gas velocitv 0.1111 s

m \
, Vil B Ve 1Y VA . V.
localion , . s 1 1 111011 )\ 10 |
1 , | |
10r) 1 4.5XS [ 2.4>62 * 0.01525
i) | 4 CS> ‘ 2,15 ' 0.(U55(>
60[) j 4.701 ' 2.9 ~ * 0.015526
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Table 2 2 Bubble volume account below and above the bubble size introduced at the inlet for

liquid velocity 3m/s and gas velocity Im/s

m

m

Axial L

location ii vini in (m3 X 2 V,n®in(m3 X 10'3 vid
=p+1 i=1

10'4
10D 6.67 2.331 0.2225
20D 13.99 1.609 0.4663
30D 18.95 1.104 0.6317

However, these two competing processes reach a dynamic steady state where the
maximum bubble size can never cross a certain limit to perturb the flow towards slug flow
regime. The flow essentially remains bubbly though there is a readjustment of bubble size and
void distribution compared to the inlet plane.

Table 2.2 presents a different picture. Vhighincreases continuously along the downstream.
This signifies domination of coalescence over break up. Importantly, it indicates gradual
growth of some bubbles as they move up. This is conducive for the generation of cap bubbles
to start with and for the formation of Taylor bubble finally.

To probe the bubble size evolution with axial length a cumulative estimate volume of
bubbles with diameters larger than those introduced at the inlet is shown in Fig. 2.14. The
inlet velocity of air is taken as 0.1 m/s and inlet velocity of liquid is 0.3 m/s. The figure
clearly supports the statement made above from the observations of Table 2.2. Though
coalescence is present, it is not strong enough to generate new bubbles of larger diameter
(d, dp in sufficient quantity. On the other hand, the process of breakup is more significant
and is able to create smaller bubbles (d,<dp).

Another interesting feature may be noted from the Fig. 2.14. Beyond L/D of 100, volume
count above and below the bubble size introduced at the inlet does not change with the pipe
length. This gives an idea regarding the pipe length required for the development of the flow.
There is enough controversy regarding the developing length in case of two phase flow. CFD
simulation is capable of resolving this issue. Obviously the criterion for the developing length

depends on the operating conditions as will be clear from the results presented below.
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¢ig. 2.14 Involution of bubble volume from the inpul volume with axial location at lower llow

rates

In the 1ig. 2.15 an assessment of the breakage and coalescence process along the axial
direction has been made by taking an account of the bubbles with si/e below and above those
(d dp) entering the inlet plane. At a liquid velocity of 0.3 m s and gas velocity of 0.1 m s the
coalescence rate is very low and remains more or less constant along the axial length. On the
other hand, downstream of the inlet plane the local breakage rate undergoes a large
fluctuation. The fluctuation continues along the axial direction with diminishing amplitude
and ultimately stabilizes into a steady periodic nature with a very small amplitude. Referring
back to Fig. 2.12a-c one can appreciate the presence of a stronger breakup process compared
to the process of coalescence for the selected phase velocities. It is also evident from Figs.
2.14 and 2.15 that the two phase flow assumes a dvnamic steady state downstream of the inlet
plane where the time averaged llow characteristics do not change axially.

The morphology of the dispersed phase goes through a different developmental pattern at
higher phase flow rates. Fig. 2.16 shows that a vigorous process of coalescence starts
immediately after the bubbles enter the conduit. However, the coalescence rate reduces and
ultimately stabilizes to a fluctuating pattern with a small amplitude. The process of break up

on the other hand is rather insignificant. The net effect of coalescence and breakup on the
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bubble size distribution is depicted in Fig. 2.17 which clearly indicates the zone for flow

development.

. 0.008 i Liquid velocity 0.3nv's
o Gas velocity 0. Im/'s
f 0.006 - - rate of Coalescence from input volume
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Fig. 2.15 Variation of breakage and coalescence with axial length at lower How .:ics
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Fig. 2.16 Variation of breakage and coalescence with axial length at higher flow Dgtes

The evolution of bubble size along the conduit length as a function for typical inlet flow

rates is depicted in Fig. 2.18. From the figure it is evident that at lower flow rates of uas and
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liquid (0.1 m s & 0.3 m s respectively) maximum bubble size remains unaltered (more or less
identical to the bubbles at the inlet). This clearly shows that in the How field bubble break up
is dominant leading towards the flow of different sized spherical bubbles i.e. bubbly flow. At
higher flow rate the bubble size reaches the prescribed maximum limit of bubble diameter.
This clearly indicates a possible transition from bubbly flow.

Liquid veloat} 3m s

Tube length/Tube diameter, L/d

Fig. 2.17 Evolution of bubble volume from the input volume with axial location
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“d

0.02 -

mLiquid velocity ~ 3 nv's; Gas velocity = 1 m/s
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Liquid velocity - 0.3 m/s: Gas velocity = 0.1

0 2 3 4
Axial locations (ni)

Fig. 2.18 Change of maximum bubble diameter along axial length for air water bubbly flow
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Identification of flow regime boundary has been achieved either through experimental
(Nakoriakov et al, 1996; Lucas et al., 2005) or by control volume based analytical
modelling. Assuming the transition to slug flow takes place due to high frequency of
collisions at an increased density of dispersed bubble Radovicich and Moissis (1962)
proposed a semi theoretical analysis. They have considered a cubic lattice of spherical
bubbles fluctuating around their mean position and suggested that the transition occurs at a
maximum limiting void fraction of 0.3 for bubbly flow. This physical model has also been
supported by Dukier and Taitel (1977) and Mishima and Ishii (1984). However, there is a
difference in opinion regarding the value of the maximum limiting void fraction though a
value of 0.25 is well accepted in the literature.

A slightly different view is proposed by Bilicki and Kestin (1987). The spherical bubbles
dispersed in a bubbly flow do not move with identical velocities. The wake of a preceding
bubble induces acceleration to its successors. A bubble may catch up its predecessors and
may coalesce to form a larger bubble. According to them this is the root cause of transition.
For the success of coalescence process, the distance between the two bubbles should be below
a characteristics length which is stochastic in nature depending on the flow phenomena.
Based on this argument they proposed a transition criterion which depends on a limiting void
fraction, phase superficial velocities, “local friction velocity” and some numerical constants.
The numerical constants were determined by experiments.

Some researchers have proposed void fraction wave as the cause of transition from
bubbly to slug flow. Marcedier (1981) observed that void fraction waves are damped in
bubbly flows where the damping decreases with the increase in the mean void fraction. It has
further been hypothesized that at some value of mean void fraction the damping could
disappear and the instability of the void fraction wave may give rise to bubble-slug transition.
Matuszkiewicz et al. (1987) took the queue from this postulation and experimentally
demonstrated that transition from bubbly to slug flow occurs for a range of average void
fraction 0.1<aneax0.45. It may be noted that this value is different from the limiting void
fraction reported by Taitel et al. (1980).

Sun et al. (2002) conducted an experiment on gas-liquid two phase up flow in a tube
diameter of 112.5 mm where disturbance was created by a swinging metallic plate at the
upstream of the flow. Bubbly flow was observed upto a mean void fraction of 19.2%. Sudden

emergence of Taylor bubble was observed at a gas concentration of 21.5%. This induces a
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transition U> slue Ilow 1)c> .'".No observe.! at ir.-ii h.juui \curliv the intense turbulence
suppresses the torrn.ition ol 1lav [or bubbles As lresutt Il increase in mean void traction
Hailstorms the bubbl) llow directlx to >tis;ri 11

Altcrnativel\. etlorTs have Iven made to characterize the termination ot bubbl) tlow
based on maximum bubble diameter. Ay.tin dillereiit enter 1a have Iven used lo::ir. e: .n

1'1considers a bubble to be a sluy bubble when its equivalent diameter is D.t> ot tube
diameter, k11 enlvi = et al il'i'J'ii and lik.is et al i_'oos| also su.'yest a ditleientiation
between bubbl) Illow ami sluy (low based on the equivalent diameter ot the laiyest bubble.

It nia) be noted Iliat the transition criteria predicted Iron) experimental observations ate
m stem specific and are dependent on operating conditions. (>u the oilier hand theixelic.il
piedictions developed so far are based Ol “contiol volume" tvpe analvsis ot mechanistic
model-.. |lie) tvpic.ill) tcl) on a specific mechanism and a number ot simplified assumptions
lill date little ellort has been made to applv IT'D simulation tor the identification ot Ilow
le.'ime biumdarx In the present work we present a methodoloy) tor the same.

It ha -been accepted bexond doubt that coalescence is the mechanism tor the tiansition
110111 bubbl) to sluy llow. However, coalescence is a spatio-temporal process. It is neccssarx
to investigate the hxdrod) namics both locall) and axiallx to briny out a clear picture about the
11.11111 ion | imber, as coalescence aiul breakup simultaneous!) occur we propose monitoriny
ot three dillereiit characteristics.

. Formation of larye si/e bubble is of crucial importance.

. Number of larye bubble should increase and individual larye bubble should
further yrow in si/e

. linallv. the consistency of the above two process should also be reflected in a

diminishiny rate of bubble breakup.

lo monitor these three aspects we have studied
i) the bubble histoyr.tm at different axial levels
ii) bubble volume account below and above the bubble si/e introduced at the
inlet

iii) breakaye and coalescence frequenc) alony the axial length.

Based on the above criteria transition from bubbl) to sluy flow has been predicted and

compared with the experimental obserxation of Dukler and I'aitel (11>7~) in Fig. 2,1(). An
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excellent match between our prediction and experimental result has been observed. It can also

be noted that the prediction by the present method is better than that of Taitel et al. (1980).

10 i
Dispersed bubbly
wo1-
£
| o* Slu
IS Bubbly | g
> > * Dukler and Taitel 1977- Experimental
1o0i  — Taitel et al., 1980- Theory
S Present Simulation bubbly slug transition
-----Brauner 2001, Theory
001 * Present simulation bubbly-dispersed bubbly transition
0.01 01 1 10 100

Air velocity (m/s)

Fig. 2.19 Transition of bubbly flow to other flow regimes- comparison with the experimental

results of Dukler and Taitel (1977) and Brauner (2001)

2.4.4. Prediction of bubbly-dispersed bubbly transition

A second type of transition from bubbly flow at high liquid velocity was proposed by
Taitel et al. (1980). This flow regime is different from bubbly flow at low liquid velocity and
is termed as dispersed bubbly flow. Hinze (1955) proposed a mechanism for estimating the
maximum bubble size from a balance between turbulence kinetic energy and drop surface
energy. Hinze’s (1955) analysis is applicable for dilute suspension. Brauner (2001) extended
Hinze s (1955) model for dense dispersion and obtained a modified expression for maximum
bubble diameter. They have further suggested considering the largest of the diameter value
calculated by the original Hinze (1955) theory and its extension. For the present system the
diameter of the largest dispersed bubble is given by the following equation

-0.6
Dsiir=0.550 T 1UP) £ Pmf ] (2.26)

I J
To investigate the bubbly to dispersed bubbly transition in the perspective of the present
CFD model the simulations have been done for higher liquid flow rates. A typical result of
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bubble couth histogram can be seen in lie. 2.20 It m.iv be noted th.it the operating condition

lies v. ithin the dispersed bubblv tlow regime proposed bv [I.ntel e: .il il NJJi.
\*':TIVS
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V=il
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ig. 2.20 Radial bubble count histogram at an axial distance of I)()I) for high liquid flow rate

show iny. dispersed bubbly flow

1he figure clearly depicts the generation of smaller si/ed bubbles from the introduced 10"
subgroup of bubble and the strong suppression of the process of coalescence. To get an
overall picture of the How development with the change of liquid velocity one may reler to
big. 2.21. where simulation results for a single gas velocity at three different liquid velocities
have been shown. The volume histogram clearly indicates slug How. bubblv How and
dispersed bubblv flow with the increase of liquid How rates. Finally, the occurrence ot critical
dispersed bubble (Hgs. 2,25) as a function of phase superficial velocities has been depicted in
Fig. 2.14. The simulation result shows a good match with the regime boundary

mechanistically predicted by lirauner (2001).

2.4.5. Development of radial void distribution

Though bubblv (low often appears as a homogeneous dispersion of gas bubbles in a liquid
medium, in realitv. the (low regime is rather complex due to the presence of different spatial-
temporal structures and interplay of various complex mechanisms. Hydrodynamics of bubbly
flow strongly depends also on the phase distribution and bubble population along the radial

direction. It is well known that the pattern of void distribution in a cross sectional plane could
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be wall peaked or core peaked depending on the operating condition (Serizawa ct al., 1975;
Sekoguchi et al.,, 1981; Zun, 1990; Song et al., 2001). This gives rise to different peaked
structure (Serizawa et al., 1975; Zun, 1990; Ohnuki and Akimoto, 2000) of the void fraction

and also influences the transition.

0.4
————— Bubbly flow, liquid velocity 1m/s
_l ....... Slug flow; liquid velocity 0.1 ill's
3 j\o0D
s 0.3 -1 h Dispersed bubbly flow; liquid velocity Sm s
C
1 .
5 l( 1 / Velocity of air= 0.1 113
| ! )'_'|> / 90D
% 02 i
i 1
|
a r"r
& 0.1
3 ! I 901) M
3s
1 1 21 31

Bubble subgroup (based on volume)

Fig. 2.21 Bubble volume histogram for different liquid velocities at air velocity 0.1 m/s

showing different flow regime

Further, bubbly flow is also influenced by the characteristics of the input bubbles.
Development of void profile is not identical in the case of mono dispersed bubble input and
poly dispersed bubble input. In a number of experiments on gas liquid up flow through
vertical conduits non uniform void distribution has been observed at the downstream while
gas bubbles were introduced uniformly at the inlet plane. Theoretical simulations of bubbly
flow (Cheung et al., 2006) also corroborate the peaked characteristic of the void profile. It is
important to note that not only the absolute value of void fraction varies in different flow
regimes, each regimes may have a few typical patterns for radial distribution of void fraction.
Therefore, efforts have been made to investigate further into the transformation of void
profile due to the operating and inlet conditions.

The present model is compared with the experimental void fraction obtained by Zun

(1990), Song et al. (2001) and Lucas et al. (2007) in case of two phase flow mixture of air and

water in vertical ducts.
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Ail extensive studv ot bubblv tlow il .u,;. e: .o . >has been made in the M Il.oop
tacilitv. llit; test section in this limp h.is 11 inner diameter ot >2." mm and a length ot m.
V. ire mesh sensors hale been used tor the measurement ot void traction-, at a distance ot <>0l)
from the inlet. Fig. 2.22 slum-, the results at ail air llou rate of 0.00")(> 11 s and water llou rate
ot 0.1)405 111 s. Most ot the bubbles are gathered near the uall ot the tube. Results Irom the
present model also show a similar pattern of the void traction distribution.
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Fig. 2.22 Comparison of void distribution at low phase flow rates, present model versus

experimental observations of l.ucas et al. (2007)

Similar experiments were conducted by I'rasscr et al. (2007) where they have used larger
tube having 195.3 mm diameter and 8.78 11 length. At an air How rate of 0.53 1 s and water
tlow rate of 1.02 m s they have observed the distribution pattern to change (Fig. 2.23) into a
parabolic shape exhibiting core peak of the bubbles. Simulations have been made tor identical
conditions and the results agree with experiment satisfactorily (Fig. 2.23). This shows that the
present model can handle both inward and outward lateral migrations of bubbles depending
on the flow velocities and tube diameter.

/un (1'ioo) proposed that uniform input of big bubbles at the inlet produces a core peak
while smaller bubbles at the inlet produce a wall peak. Interestingly, when a mixture of big
and small bubbles is introduced at the inlet simultaneous occurrence of wall and core peaks is
possible at further downstream. According to /un (1)%0) the bubbles having high intrinsic
oscillatory motion stay near the wall and others settle at the core of the conduit, the amplitude

of the oscillation being a strong function of the bubble diameter. To demonstrate this, /un
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(1990) conducted an experiment using a vertical conduit of square cross section having 25.4
mm sides. Downstream gas void fraction was measured using microresistivity probes.
Experiments were conducted for different inlet bubble sizes and different void tractions. In
general, experiments were conducted for low gas flow rates. Results are depicted in Fig. 2.24.
As the present model is an axisymmetric one an exact simulation of Zun’s (1990) result is not
possible. However, simulations have been done for a circular tube (25.4 mm diameter) using
identical operating conditions. Simulation results exhibit excellent trend matching with the

experimental results of Zun (1990).

45 Ul- I1<0Oms. L'g- 053 ms
Tube diameter ~ I''5 3 mm
40 - Inlet bubble diameter ~4 mm
35 -
'30
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Core peaking
15
10
I'rasseietal 2<KI7
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0 02 04 0a ns I

Radial location Pipe diameter

Fig. 2.23 Comparison of void distribution at high phase flow rates, present model versus

experimental observations of Prosser et al. (2007)
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Fig. 2.24 Two peak void distribution; present model vis-a-vis experimental observations of

Zun (1990)
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The shape of void distribution in the downstream due to the injection of two different
bubble sizes at the inlet has also been investigated by Song et al. (2001). They have used 29
mm inner diameter vertical tube of 3.7 m length to study the voidage profile development in a
mineral oil-air flow'. Nozzles of different size were used to produce bubbles of two different
diameters. 3D photographic method was used for measuring the position of the bubbles and
void fraction profile was derived from it. Fig. 2.25 shows the comparison of estimated void
distribution with the experimental observation by Song et al. (2001) for the simultaneous
entry of 3.4 and 2.5 mm diameter bubbles. Liquid flow" rate is kept at 0.079 m/s and air flow
rate is maintained at 0.0082 m/s. Generated results were presented at an axial length of 60D to
avoid the effect of entrance length in Fig. 2.25. The model prediction is matching

significantly well with the experimental data.

(116 1l 0.079 m s & Ui 0.00N2 Il s
Hubble duimoler 3.4 mm <c 2.5 mm
(i.05
= 0M
> 0.03
S 0-02
o.ol e Sunt: ct al. 2001
. — Present simulation
0

0.2 0.4 0.0 0.8
Radial locution / Pipe diameter
Fig. 2.25 Two peak void distribution; present model vis-a-vis experimental observations of

Song et al. (2001)

Occurrence of different peaked structure of the voidage profile in bubbly flow has been
observed in different independent experiments (Serizawa et al., 1975). As the evolution of the
different pattern of the voidage profile is complex in nature CFD simulation can be the best

possible option for studying the phenomena.

2.4.6. Regime map for different peaked structure

It is a well recognized fact that flow regime transition is not a discrete event. It is more

likely that a fully developed bubbly flow transforms into a fully developed slug flow through
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a gradual change. In this regard the different peaked structure of the voidage distributions in
bubbly flow may have arole to play. The present model has been used to investigate this. For
a case study, uniform distribution of bubbles of 0.05D has been considered at the inlet plane
and the void fraction profile is investigated at 60D from the inlet. Fig. 2.26 shows the
boundary obtained between wall peaking void fraction profile and core peaking void fraction
profile based on liquid and gaseous phase flow velocities. To make a comparison with the
available void distribution map results of Serizawa and Kataoka (1987), Ohnuki am' Akimoto
(2000) and Lucas et al. (2005) are depicted in the same figure. Serizawa and Kat.i- ,; (1987)
proposed a band of flow velocities beyond which core peaking void fraction profiles changes
into wall peaking void fraction profile. Present results of the simulation falls well in the band
proposed by Serizawa and Kataoka (1987). The boundaries proposed by Ohnuki an \kimoto
(2000) and Lucas et al. (2005) though fall within the band do not match well with (In: present
simulation. In their model Lucas et al. (2005) have assumed that the whole bubble mass is
divided into three separate bubble groups whereas in the present simulation 40 subgroups

have been considered. This may be one of the reasons in the discrepancy of the results.

Air velocity (m/s)

Fig. 2.26 Void distribution map for wall peaking and core peaking, present model along with

published results

To appreciate further the development of voidage profile and its effect on flow' regime
transition one may refer to Fig. 2.27. Here, a line PQ drawn parallel to the abscissa indicating

increasing gas superficial velocities at a constant liquid superficial velocity is trackcd. Point A
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on this curve indicates a peak very near the wall at a low gas How rate. With the increase at
ilas How rate (point B) the peak shifts away from the wall. With a further increase in gas flow
rate (point C) two peaks, one at the pipe center and another near the wall appears. Subsequent
increase in gas superficial velocity (point D) strengthens the core peak while the wall peak
disappears. Finally, one gets slug flow increasing the air velocity further (point E). This also
reveals the physics of flow regime transition. Slug flow constitutes of a pseudo periodic
movement of Taylor bubbles and spherical bubble laden liquid slugs through any cross
sections. From the above observation it can be said that the formation of the Taylor bubbles is
preempted by a dense voidage (as well as larger bubbles) at the core of the conduit. This is

also supported by experimental observations (Rao, 2002).

Air velocity (m/s)
Fig. 2.27 Detailed map for different shapes of void distribution profiles based on superficial

velocities

2.4.7. Effect of inlet bubble diameters on transition criteria

It is interesting to note that a unique regime boundary was not observed by different
investigators. In Fig. 2.28 bubbly slug transitions as observed in different experiments point
out a substantial difference between themselves. While the trend of the transition boundary of
Griffith and wallis (1961), Duklerand Taitel (1977) and Mishima and Ishii (1984)are similar
(which also matches with the prediction of the present simulation) the nature of the other

transition boundaries (Taitel et al., 1980: Sternling, 1965; Govier and Aziz. 1972; Gould,

49



Chapter 2 Averaged Modelling

1974; Oshinovvo and Charles, 1974) are different. It may be quite possible that the
difference in the inlet condition of the specific experiments is mainly responsible for this
mismatch. Unfortunately, in most of the experimental results the inlet conditions, particularly
the bubble size distribution, have not been specified explicitly. Therefore, it is difficult to
substantiate the above proposition directly. As an alternative we have tried to predict the

transition boundary for different inlet conditions. The results are discussed below:

10
¢ Dukler and Taitel 19~~
....... Govier and Aziz 1972
....Oslunowo and diaries 19“4
....... Griffith and Wallis 1961
----- Stending 1965
----- Gould 1974
————— Mishiina and Isliii 19S4
----- Taitel et al. 1980
————— Present simulation
0.01
0.01 01 10 100

Air velocity (m/s)

Fig. 2.28 Flow pattern map of the present model along with other published results

To see the effect of bubble size at the inlet on the flow pattern map, results were
generated using the present model for homogeneous inputs Of various bubble sizes. Fig. 2.29
shows the change of flow regime map due to the change of bubble size at the inlel from 0.5
mm to 1 mm and then into 3 mm. Bubbly flow turns into slug flow at a lower flow rate of
liquid for a fixed gas flow rate with the increase in inlet bubble size. It is obvious that bubbles
of higher size at the input takes less effort to merge into a big gaseous slug. Results generated
from the developed model efficiently support the intuitive concept about bubble coalescence.
Flow pattern map of Bilicki and Kestin (1987) for different sized bubble input are also plotted
in Fig. 2.29 to support the results generated from the developed model. They have used
plexiglass tube of 20 mm diameter and 1.5 m length to view the two phase flow patterns for
air and water. Tests were carried out for bubble diameter of 1 mm and 3 mm. The

observations of Bilicki and Kestin (1987) are in close concordance with the simulation

results.
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In must of the experiments momtsi/ed bubble’, are rarely injected a! ihe inlet. In general
th.-ie eoi1ld be a distribution of bubble si/e. Simulations are made to study the ellee! ol a
mixed bubble population at the inlet on How rerime transition. Ditlerent inlet populations
m.iinlv. H5 mm bubble diameter (a), 1 mm bubble diameter (b) and 2 mm bubble diameter (e)

. well as 50", bubbles of 0.5 mm diameter m50° nis of | mm diameter (d). 50° nbubbles of 1
mm diameter < 50°00f 2 mill diameter (e) were considered at the inlet as shown in Iiu. 2..0.
In all the cases inlet \olume fraction is kept constant. It can be seen that with the mixing ot
higher si/ed bubbles the How pattern map for 1 mm diameter bubbles at the inlet shifted
dow ms arils causing transition at lower air tlow rate. Similarly when 0.5 1mm diameter bubbles
are mixed with 1 mm diameter bubbles slug bubble appears at a higher gas tlow rate for a
lixed liquid flow rate compared to the homogeneous input of | 1un diameter bubble. This
anal\ sis can be extended further to in\estimate the effect of poly dispersed bubble input at the
inlet plane on \oid distribution profiles and How pattern map. It is also clear from the results
generated from the simulation that along with the superlieial velocities bubble diameter is an
important parameter for transition of bubbly flow to slug flow. It is interesting to note that
curse a and d and curve ¢ and e intersect each other indicating an implicit effect of the inlet
bubble si/e on the transition boundary. Kffect of mixing two different bubble sizes cannot be
predicted (e\en qualitatively) from the logic of linear axeraging. The input bubble diameter

distribution influences the hydrodynamics in a number of ways. It has got direct effects on the
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rates of breakage and coalescence as well as on the drag force. The laws governing these

phenomena are strongly non linear. The regime boundaries depicted in Fig. 2.30 is a

reflection of that fact.
10 -
Bubbly

Slug

ocH

Dukler and Taitel 1977
3 - Homogeneous (0.5 mm diameter); a
iie - Homogeneous (I mm diameter); b
- Homogeneous (2 mm diameter), e
mNonhoningcncous (0.5 mm and 1 mm diameter), d

-Nonhomogeneous (1 mm and 2 mm diameter); e
0.01

0.01 0.1 1 10 100
Air velocity (m/s)
Fig. 2.30 Effect of bubble diameter at the inlet (non homogeneous distribution) on flow

pattern map

Over the years numerous efforts (Taitel et al., 1980; Serizawa and Kataoka Hibiki
and Ishii, 2000) have been made to predict the bubbly-slug transition criteria 101 cocurrent
upflow through a vertical tube. Different dimensional and nondimensional parameters have
been selected as the coordinate axes for representing the flow regime boundary on a two
dimensional plane. Out of all such efforts the model of Dukler and Taitel (1986) is the most
popular one. Based on the argument of maximum packing density of the spherical bubbles the
maximum void fraction has been predicted in this model. While doing so, a uniform
distribution ofbubbles in an infinite mixture medium has been considered without taking any
cognition of the tube wall effect. With a simplifying assumption the limiting void fraction has
been achieved as 25%. The authors have further used the material conservation and the
relationship for slip velocity to obtain the transition criteria in terms of the phase superficial
velocities. This is a simple yet elegant derivation which showed reasonable agreement with a
number of experimental results. The idealizations made in the model namely one
dimensionality and invariance with bubble and tube diameter were essential for obtaining a

simple closed form expression as the transition criteria.
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2.4..S. | ffcct of lulu- diaitutirv on tr.niMImn criteria

1 has alreadv Iven ilcmoiMialcJ that bubble si/e mtluenccs the transition boundary

I vulence is also available in [lie literature indicatm-.1 diMcrcnt tlow structure aiul transition
boundaries li>r dillercnt tube diameters In examine exclusively the ellc'ct ot tube diameter on
the Uansilion boundarx one needs to conduct experiments with dilleient tul'e si/e and
identical inlet bubble population. However, such results are readily not available VWse have
miniated bubbly Ilou for different conduit diameters 125 1 mm. 5i>S mm and 7<>2 m m ) with
umtoim distribution of 2.5-1 mm diameter bubbles a! the inlet. lor 25-J and 50.S mm pipe
e.secometry -10 grids have been taken in radial direction uliereas M) grids have been taken lor
”(*.2 mm diameter tube. Axial length is kept constant lor all the tube diameteis at 5 m. All the
lesults depicted in the present paper are taken at a distance of-KID liom the inlet plane. Void
liaction distribution at air tlow rate old. I m s and liquid tlow rate ot I m s is depicted in I ig.

M for .ill the three tube sizes. In all the cases a distinct pe.ik is visible at the wall ol the
conduit. At 25.-1 mm diameter the rise ot the peak is highest al the vicinity ol the wall and tall

in the valley is lowest at the core.

I“rc lunc'cr 1:rn
v lund'Vi ™ >iin
pir* o .viver ‘T,

o f. ;'S i

Kudiul location/ Pipe di.imrtcr

lig 2." 11 fleet of tube diameters on void fraction prollle at low air and water velocities

w ith the increase in the diameter the peak sharpness decreases and valley depth increases.
lhe position of the peak near the wall also shifts towards the center of the tube geometry.
Results of void fraction distribution for various tube diameter at higher liquid (3 tn s) and air

(2 m s) tlow rates are depicted in rig. 2.32. In all the cases core peaking is observed.
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However, the profile becomes flatter with the increase in tube diameter. The figures bring out

the diminishing wall effect on the gaseous phase with the increase in tube diameter.

0.2 0.4 0.6 0.8

Radial location/ Pipe diameter

Fig. 2.32 Effect of tube diameters on void fraction profile at high air and water velocities

As the change in tube diameter causes a change in the voidage profile, it is not unwise to
expect that tube diameters may have an effect on flow regime transition. Flow regime
boundary has been constructed using the present simulation for the three different tube
diameters as shown in Fig. 2.33. There is a distinct upward shift of the transition line with the
increase in the conduit size. The data available for 25.4 mm (Vince and Lalic\ K2) and

50.8 mm (Taitel et al., 1980) tube diameters exhibit reasonable agreement with the simulation

results.
10
S
Bubbly
Slug
6 a Tube diameter 25,4 mm
3 ' P Tube diameter 50.8 mm
‘/ ————— Tube diameter 76.2 mm
* Taitel et al. [1980]
” Vince and Laliey [19X21
0.01
0.0 01 10 Ino

Air velocity (m/s)
Fig. 2.33 Effect of variation in tube diameter on flow pattern map
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2.5. (.as liquid upflnw through circular annuli

(i.is liquid two phase Illow through annular passage ol circular cross section
Ischematicallv shown in 1ig. 2.,'l] occurs ticqucntlv in diverse cngtneci ing svsteins. \vcl |
bores lor the exploration and extraction ol oil and natural gas. double pipe heat exchanges,
dillereiit cooling passages, various gas lilt devices are examples wheie two phase llow occurs
through concentric circular annulus. Accordingly. llow ol a two phase mixture through
annular passage has been in\estigated In several researchers iSadati'ini et al.. \i)S2:

i aclano, i‘JN-1: kelessulis aiul Dukler. Hasan and kalui. 1I>>2; ( .icl.moe! al..

>=>2: l)as ct al.. 1(*X> Sim et al.. 20(11).

<ilid ;liiniucincilt *
Fin

Fin. 2.34 Schematic representation of bubbly llow in ail annulus

Sadatomi et al. (1°K2) studied air water two phase llow through vertical annulus of 15
mm inner diameter and 30 mm outer diameter ami determined the average void traction using
quick closing valve technique. They also proposed the transition boundary for bubblv to slug
llow. (actano (II>XI) investigated air water and air kerosene two phase llow through annuli
and observ ed the transition of bubbly flow to slug flow at a void fraction of 18% and 25% for
these two cases respectively. Kelessidis and Dukler (1'W)) conducted experiments for air
water flow in vertical concentric and eccentric annuli of 50.8 mm inner diameter and 76.2 mm

outer diameter. They have used probability density function analysis of their conductivity
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probe signals to identify various flow regimes. Based on this a map has also been introduced
for the transitions of different flow patterns. Mathematical models based on the physical
understanding of different flow patterns have also been developed that matches well with
their experimental results.

Hasan and Kabir (1992) studied the effect of annular gap on two phase hydrodynamics
using three different annuli. They have used drift flux model to predict average void fraction.
Caetano et al. (1992) proposed a transition criterion for bubbly to slug flow using a
hydrodynamic model based on eight empirical constants. Their flow pattern map matches
well with the data of Hasan and Kabir (1992).

Das et al. (1999) made experimental observation for air-water upflow through concentric
annuli of three different annuli (A: 50.8mm/25.4mm, B: 38.1mm/12.7mm, C
25.4mm/12.7mm). To identify the distribution of void fraction in different How regimes
parallel plate type conductivity probe was used. Flow regimes were identified using PDF of
the signals obtained. Further, they have developed a transition model and compared the model
prediction for bubbly to slug flow with different experimental results.

Recently, Sun et al. (2004) observed bubble distribution pattern in their 4.1 m long
borosilicate glass tubing of annular cross section. The outer diameter of the tube is 38.1 mm
and inner diameter is 19.1 mm. Impedance void meter is used to measure the average void
fraction of the test rig. Using the signals obtained from an impedance probe flow patterns
have been recognized through a neural network. Their analytical model predicts the transition
from bubbly to slug flow at a void fraction of 0.191. Some efforts have also been made for
two phase flow through annular conduit in horizontal and inclined orientations. The
investigations made by Osamasali and Chang (1988), Ekberg et al. (1999) and mvongwises
and Pipathattakul (2006) are worth mentioning.

The review of literature reveals that most of the previous works on two phase flow
through annulus are experimental. Time to time some efforts has been made to analyze the
flow phenomena through theoretical models. Several attempts have been made for the
prediction of transition criteria between different flow regimes. These are primarily
phenomenological models developed for specific control volumes based on simplified
assumptions. Moreover, in most of the cases these phenomenological models were derived as
extensions of the transition criteria previously proposed for circular geometry. Though these

models are reasonably successful in predicting the regime boundary they do not provide much
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inbuilt into the tlow behavior at am location or its d.-velopme:;: .t!, ©..- -e n , i .i\:s
1llenee, ettorts have been made to model bubblv tlow and its transitiv-n ti::..tt-.rt-.tlt

the help ol developed two tluid-population balance model

2.5.1. (irid independence test for unnuli

tias liquid tlow through ail annular cross section is solved usme 21) ausv iiimetnc ends m
a cylindrical polar coordinate system, lo check the irid-indcpendem ¢ ot the solution, the
intluence ot the tumiber o( radial i“rids on the numerical simulation is studied Ihe end
structure used in the present paper is non uniform, with liner mesh close to the inner and outer
walls, as shown in I'iy. 2..>4.

The results tor the radial profiles of the void traction at air velocity ot | m s and watei
velocity of 1 m s for 10, 40 and 50 radial ends are depicted in iy 2. *> lheie is no
perceptible difference between the results usinu 10 radial ends and 50 radial ends, theieloie

40 urids were used for all simulations in this work.
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l-iti. 2..15 liffect of radial mesh refinement on void distribution

2.5.2. Validation of the developed model

At first the developed model is validated with the reported radial void distribution from

literature. Air and water at atmospheric pressure and at a temperature of 25 C are considered
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as the two phases for the simulation of bubbly flow. Inlet bubble diameter is kept as 0.05
times of the annular spacing. With 40 radial grids and 100 axial grids simulations have been
made for prediction of radial void distribution. In Fig. 2.36a the present model is validated
with a core peaking void distribution pattern as reported by Sorour and | I-licshbeeshy
(1986). They have used electrical resistivity probe to measure the radial void distribution
pattern for annuli having 38 mm inner and 75 mm outer diameter. Present model is simulated
for the same flow conditions and void distribution pattern is reported at an axial distance of
43.5 times of the annular spacing. It can be observed from the figure that the result of the
present model matches very well with the core peaked void distribution rep; ried in the

literature.

ul  <<03ill s
IN =003; ms

0.2 -
:L ldo-dn =43 5
® 015
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! 04 no
(2r-rii)/(do-(li)
0, (5
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\ u~04ms
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Fig. 2.36 Prediction of radial void distribution pattern for bubbly flow inside annuli
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Lftorts have also made to examine the predictability ot the model tor situations wlere
bubbles are pushed towards the walls ot the annuli showing tut) wall peaks. Present model is
used to predict the void distribution pattern tor bubbly llow inside annuli hating .'N.I mm
outer diameter and 19.1 mm inner diameter. Hibiki et al. (21)03) performed experimental
investigation on similar situations and reported void distribution pattern at a radial plane 51
times of the annular spacing away from the inlet. They have used double sensor conductivity
probe to measure the instantaneous radial pattern of void distribution. Results of the present
numerical simulation and experimental data reported by Hibiki et al. (2003) are reported in
Fig. 2.36b for comparison. It can be observed from the Figure that present model also predicts

the gathering ofbubbles near both the wall efficiently.

2.5.3. Prediction of bubbly-slug transition in annuli

Air and water are considered at atmospheric pressure and at a temperature of 25 C for
the simulation of bubbly flow. Inlet bubble diameter is kept as 0.05 times of the annular
spacing. With 40 radial grids and 100 axial grids simulations have been done for a Il\ed water
flow rate varying the air flow rate until the criteria for transition from bubbly to slug llow is
met. For comparison of developed flow pattern map with available experimental results
observation of Cactano (1984) and Kelessidis and Dukler (1(>S>) is plotted in the fig. 2.37. It
can be seen from the figure that the computed result is matching well with experimental
observation of Caetano (1984). But observation of Kelessidis and Dukler (11 is over
predicted by the present model. It may be noted that certain amount of subjectivity is
associated with the prediction of flow regime boundary in any experiment. lheretore. the
mismatch observed in two experimental results (t ig. 2.37) is not surprising. However, the
annular gap of the test section used by Kelessidis and Dukler (10S')) is 25.4 mm which is half
of that used by Cateno (1984). This may have some effect on the transition of flow regimes.
Further, experimental verifications arc needed to ascertain this.

Comparison of the present simulation was also made with other theoretical llow pattern
transition criteria available in literature. Transition map ot bubbly flow to slug flow presented
by Das et al. (1999) and Sun et al. (2004) is depicted in the same figure. All the predictions
follow the same trend as shown by the present model. Das et al. (11>99) and Sun et al. (200 1)
matches well xvith experimental observations of Kelessidis and Duklci (1 KSM but under

predicts the experimental observations of Caetano et al. ([*~2). Though the agreement of the
59



Chapter 2 Averaged Modelling

present model with the data from the narrow annuli is not excellent the concordance of the
present model and the published theoretical maps is still satisfactory. Transition model for
bubbly to slug flow in circular tube presented by Mishima and Ishii (1984) is also plotted in
Fig 2.37 as a benchmark. All the transition boundaries exhibit the same trend depicted by the
Mishima and Ishii (1984) model. It essentially signifies identical physical phenomena
responsible for the transition of bubbly to slug flow in both the geometries. The influence of

geometry is manifested in the shift between the transition boundaries of the annuli and the

circular tube.

0.01 01 1 10
Air velocity (m/s)

Fig. 2.37 Bubbly-slug transition map for air water two phase flow through annuli- comparison

with the available experimental and theoretical results

2.5.4. Radial void distribution in annuli

Simulations were made for various air and water flow rates for annuli of 50 mm inner
diameter and 20 mm outer diameter. Diameter of the bubbles at the inlet is kept at 1.5 mm. It
has been observed that the void distribution pattern changes with the change in superficial
flow velocities. Distribution of gaseous phase at various superficial flow velocities are
depicted in Fig. 2.38. At low air and water flow rates bubbles entering into the annulus try to
shift towards the outer wall. Result for 0.3 m/s water velocity and 0.1 m/s air velocity shows a

sharp peak in the void distribution profile at the outer wall of the annular geometry.
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With the increase ol gas flow rate some bubbles nunc towards the inner wall while m<s:
ot them continue to stick with tite outer wall ot the annulus. As 1 result a second.ir\ jv.i'k 11
the void distribution pattern can be seen near the inner wall alone with the dominant peak a!
the outer wall. One example of such tvpe of distribution is plotted in lig. : -S tor liquid and
air velocities ot O.j m s and 0.6 m s respectively. | urther increase m liquid velocitv lotces the
bubbles to move through the core ot the annuli due to the increased vibration induced In
turbulence. As a result at a liquid velocity of 0.6 m s and gas velocity 116 in s a timd peak at
the core of the annular gap can be observed. It mas be noted that the peaks at the walls ate
lowered with the appearance of a new peak at the center olthe annuli. At high liquid Ilow i.ue
the amplitude of the intrinsic bubble vibration increases and as a result a single dominant peak
at the center of the annular gap is observed. In Fig. 2.."X void distribution pattern tor liquid
flow rate of 1 m/s and gas flow rate of 0.1 m s shows similar kind of phenomena. |tom this
distribution it is clear that most of the bubbles concentrate in the central region of the annul.u

spacing at high liquid superficial velocities.
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Fjir. 2.38 Various void distribution patterns in a radial plane for different superficial velocities

of air and water

From the above exercise it is clear radial voidage distribution van. substantially
dependinsi on the operating conditions. Further, one mode ot voidage distribution mas change

into another. In Fiu. 2.39 four well demarcated regimes has been shown inside the bubbls
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flow pattern where outer wall peaking, both wall peaking, three peak and core peak can be
viewed prominently. The simulation is for an input bubble diameter of 1.5 mm inside a 30
mm annular spacing with 20 mm inner radius. It may be appreciated that before the transition
into slug flow regime the bubble tries to gather at the core of the annuli. 1his causes
coalescence of the bubbles. Coalescence of the spheroidal bubbles produces cap bubbles
which in turn grows to form gas slugs and signifies the inception of slug flow. On the other
hand, at a relatively high water flow rate as coalescence is prevented bubbly flow terminates
into dispersed bubbly flow. In the present model coalescence and break up ;n\- the main
mechanisms behind the change in bubble size. Diameter of inlet bubble also influences the

evolution of bubble size further downstream.

Air velocity (nt/s)

Fig. 2.39 A map interms of flow velocities for different peaks of void distribution

Studies have been made for different homogeneous and non homogeneous input of
bubbles at the inlet plane. Fig. 2.40 depicts the void fraction profile for two different input
diameters of bubbles inside the annular passage (ID=20 mm, OD=50 mm) for a liquid
velocity of 0.3 m/s and air velocity of 0.6 m/s. The void fraction profiles are computed at 30D
from the inlet plane to avoid entrance effect. Dominant peaks at the walls in the void

distribution profile can be seen for bubbles of 2 mm diameter. For such small bubbles wall
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force is not dominant compared to interfaeial forces. Dominance of uali tor.er over
interfacial forces can be seen when bubbles of 4 mm diameter are introduced a, the ,nlc plane
for same flow velocities. Strong core peaking can be viewed m this case. Simulation h,s aNo
been made for simultaneous entry ot 2 mm and 4 mm bubbles at the inlet plane keeping the
inlet void fraction constant. The figure depicts three peak distributions as the livdrodviumics
is influenced by the individual behavior of both the sizes. It can be easik undcrxtood that 4
mm bubbles crowd towards the core ot the annuli uliile 2 mm bubbles tends to move towards

the wall of the annuli.

[¢) InlcM hiil.[*|c si/r 2 mm
biicl UiU'Jc | ttun
S ti=0 ani s Inltfl si.'i* 2 mm I mm
0- |

i io=50mm.n- 2<nun

" L7\
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>'ondirarn>ii>Dj! r.iJij) l«MJtion

Fig. 2.40 Effect of different sized homogeneous and non homogeneous bubble input on \oid

fraction distribution

2.5.5. Effect of inlet bubble diameter and annular gap on transition for annuli

Influence of inlet bubble size on flow pattern map has also been studied using the present
population balance technique. In Fig. 2.41 three flow pattern transition boundaries
corresponding to 2 mm, 4 mm and simultaneous entry of 2 mm and 4 mm bubbles at the inlet
plane are presented for a comparison. As the inlet bubble size increases slug flow appears at a
lower liquid flow rate compared to smaller bubbles for a fixed air flow rate. Transition
boundary for 2 mm bubble size at the entry shifts upward compared to the previous case.
While both 2 mm and 4 mm diameter bubbles are introduced simultaneously transition line in

the flow pattern map lies in between their individual transition boundaries. Ibis evidently
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of the effect of inlet bubble characteristics on the
shows that present model can take care

transition of flow regime.
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Fig. 2.41 Flow pattern transition from bubbly flow to slug flow tor input ol 2 mm. - mm and

a mixture of 2 mm and 4 mm bubbles at the inlet ol the annulus

As mentioned earlier, the annular gap (defined by a nondimensional term r (r,-r,)/rO
also influences the distribution of void fraction. Outcome of void distribution profile for
various annular spacing is also studied using the present model. To evaluate the elk-.-; of wall
forces on the dispersed phase outer diameter of the annuli is kept constant and inner radius is
varied in order to avail various spacing between the walls. At a liquid flow rate ol 0.; m/s and
air flow rate of 0.1 m/s void distribution profile for various annular spacing is depic'.d in | ig.
2.42. A sharp peek near the outer wall can be seen for narrow spacing of the annuli (r :0.2
and 0.4). The height of the peak for r'= 0.2 is higher compared to the peak at r  0.4. Hut as
r increase to 0.6 a small peak appears at the inner wall in addition to the peak at the outer
wall. This trend continues for r = 0.8. Increase in secondary peak height and decrease in
primary peak height can be seen as r* changes from 0.6 to 0.8. This clearly shows that effect
of wall forces becomes significant in case of narrow spaced annuli. As wall force diminishes
with the channel spacing two peaks are formed at inner and outer periphery.

Flow pattern map for various gap widths of the annuli is presented in Fig. 2.43. The
figure shows an interesting trend reversal for bubbly to slug transition. At the range of low air
velocity transition to slug flow occurs at lower water flow rates with the increase of annular

gap. As the wall force reduces with the annular gap the gas bubbles stay near the wall. lhis is
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not conducive for the formation of gas slugs. Only with the increase of jus lion rate or with
the increase of the annular gap the void fraction in the core region increases gu mg me to slug
formation. On the other hand, at higher gas flow rate coalescence becomes predominant as the

annular gap increases. This results in a transition to slug How at lower water \ elocit\.

Nomliamentionnl radial locution

Fig. 2.42 Effect of annular spacing over radial void distribution for air water two phase flow
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Fig. 2.43 Prediction of Bubbly to slug flow pattern transition for various annular spacing in

air water two phase flow-
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At higher liquid flow rate spheroidal bubbles break into smaller size and produce a
homogeneous mixture of tiny air bubbles inside the annular geometry. To investigate the
bubbly to dispersed bubbly transition in the perspective of the present CFI) model the
simulations have been carried out at higher liquid flow rates. The evolution ol bubble size has
been closely monitored to check the criteria given in equation 2.27. llie boundary lor bubbly
to dispersed bubbly transition, as obtained from the simulation, is depicted in I-ig. 2.44. In the
same figure the available experimental data and theoretical regime boundaries proposed by
other researchers have also been depicted. Present model gives a better prediction of the
experimental data of Hasan and Kabir (1992) throughout the domain in comparison with the
data of Caetano et al. (1992) and Kelessidis ands Dukler (1989). However, at lower air
velocity there exists some deviation between the model prediction and experimental

observation.

Air velocity (m/s)

Fig. 2.44 Bubbly-dispersed bubbly transition for air water two phase flow through annuli

In the present model the possible span of bubble diameter is divided into 40 equal
subgroups based on volume. As the volume of a bubble is a cubic function of its diameter,

such a division generates a bubble population where the difference in the diameters between
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two subsequent subgroups is larger for small bubbles. This makes the distribution lopsided
towards the large bubbles. In the simulation, daughter bubbles generated due to breakup are
divided into its neighboring subgroups keeping its mass and number constant. lhe formation
of small bubbles of intermediate size cannot be captured effective!) in the lower ranye of
diameter. The closure law for bubbly to dispersed bubbly transition depends directK on the
spacing of bubble diameters of lower subgroups. To circumvent this, an alternate simulation
has been made using 80 subgroups within the span of possible bubble volume. Ihis

minimizes the error in predicting the flow pattern due to birth of arbitrary sized bubbles

caused by breakage.

2.5.6. Bubbly-dispersed bubbly transition for annuli

Fig. 2.44 also depicts the transition curve for bubbly to dispersed bubbly llow inside
annuli using 80 subgroups of bubble volume. It is evident that an increase in number of
subgroup improves the prediction of regime boundary for bubbly to dispersed bubbly llow. It
would be prudent to investigate whether introduction of more number of subgroups alters the
bubbly slug regime boundaty. In Fig. 2.44 both the regime boundaries are plotted for 40 and
80 subgroups of bubble volume and it is observed that there is no significant change in bubbly
slug transition in comparison to shift of regime boundaty’ for bubbly-dispersed bubbly
transition. Finally, it can be stated that present model is capable of simulating bubbly flow

and predicting its transitions in vertical annuli.

2.6. Summary

Coupled two fluid population balance model is used to simulate upward gas-liquid bubbly
flow through a vertical conduit. The simulation enables one to track the axial development of
the voidage pattern and the distribution of the bubbles. Thereby it has been possible to
propose new criteria for the transition from bubbly to slug flow regime. The transition criteria
depend on i) the breakage and coalescence frequency ii) bubble volume count below and
above the bubble size introduced at the inlet and iii) bubble count histogram. It has also been
possible to simulate the transition from bubbly to dispersed bubbly flow at a high liquid flow
rate using the same model. Appearance of core peak, intermediate peak, wall peak and two

peaks are modeled using the model in radial voidage distribution depending on the phase
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superficial velocities. Finally, efforts have been made to simulate bubbly How and its
transitions through circular annuli. The model prediction gives a good match with the
experimental data and existing theory.

It may be noted that two fluid population balance model have also been used by a number
of earlier researchers to simulate bubbly flow. The contributions made in the present work in

this already used methodology are briefly mentioned below.

1 The effect of turbulence is captured by a simple relationship in terms of the mixture
velocity.

2. Bubble grouping has been done based on equal volume distribution.

3. A typical two way coupling has been used for the simulation of r-vo phase

hydrodynamics. The local velocity field influences the coalescence and !v akup. On
the other hand the bubble size and its distribution (which are outcome oI\ alescence

and breakup) have been used for calculation of interfacial momentum trans: r.
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SIMULATION OF TWO PHASF FLOW
THROUGH SPH - SHARP INTKRFACF

3.1. Introduction

It has been mentioned earlier that multiphase flow is characterized by the presence of
deformable interfaces which generally evolve both with time and space. In some cases e\act
modeling of the interfaces is avoided for the sake of simplicity. Example of such an approach
has been provided in the previous chapter.

It is needless to mention that an accurate modeling of multiphase tlow is impossible
unless the interface and its evolution are considered rigorously’. In fact, this is the most
formidable task in the simulation of multiphase flow. Ihe interlace often involves an arbitrarx
geometry and the process of mass, momentum and energy transfer across it is rather complex.
Additionally, there are abrupt changes of fluid properties and flow variables (velocity,
pressure; temperature etc.) across the interface. This poses an enormous computational
challenge. Time to time various computational algorithms has been developed to take care of
this special need. A review of such algorithms has been provided in the first chapter. In the
present chapter we have used a meshfree particle based method namely Si’ll for the

simulation of some typical two phase flow problems of the order of 10'1m.

3.2. Model development

In recent times some attempts have been made to use different meshfree methods for the
simulation of interfaces with arbitrary geometry'. Among all the mesh free methods Smoothed
Particle Hydrodynamics (SPH) has become a popular numerical tool. SPH is a pure
lagrangian method (Lucy, 1977) where the flow field is discretized into particles. It uses
interpolating nodes in order to determine the field values and their derivatives within the
fluid. Each node has individual mass and thermo physical properties associated with it and
can be considered as fluid particles whose field value will be governed as per the conservation
laws of continuum fluid mechanics within its neighbor. Use of this technique lessens the
effort of making adaptive or body fitted grid for complex geometry and provides basic local
information for the area of interest. SPH assures preservation of mass by choosing appropriate
property distribution coefficient among its neighbor. There is no extra computational effort
required for the construction of interface like other grid based techniques as extremities of

fluid particles are specifically defined by the particle positions.
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3.2.1. Method of discretization

The foundation of smoothed particle hydrodynamics depends on interpolation theory. The
conservation law of continuum fluid dynamics is transformed into ordinary differential
equations (ODE) through the use of appropriate interpolation functions that give the kernel
estimate of the field variable at a point. It resembles the numerically stable weak form
formulation in finite element method for any differential equation. Then the set of discretized
ODEs is solved using any standard integration routines of the conventional CFD. Solution of
SPH produces banded or sparse matrices representing the discretized systems. As the
properties depend only on the neighbouring particles the computational effort is drastically
minimized.

The following key ideas are implemented to achieve the solution of : complex
phenomena using SPH.

i) The domain of interest is discretized into a set of arbitrarily distributed partickrs with no
interconnectivity between them as shown schematically in Fig. 3.1. This approach makes the
domain meshfree and filled with particles.

ii) Next, the field function approximation is made using an integral representation method.
This is termed as ‘Kernel approximation’.

iii) Then the integration of the field variables and their derivatives are replaced by si ruination
approach over all the corresponding values at the neighbouring particles of the loc i' domain.
This methodology is termed as particle approximation. The neighbouring domain of a particle
is defined as the support domain.

iv) Particle approximation is made at every step during the forward marchinu of time.
Properties at a particular point depend on the current local distribution of the neighboring
particles. This makes the simulation process adaptive to any sudden change even at (he local
level.

v) Particle approximation is done for all the terms of the governing equation of the continuum
to make the complex system of PDEs into a family of ODEs that can be easily discretized
with respect to time.

vi) Explicit integration algorithm is used to solve the ODEs to avail the time history of the
field variables. Optimum time stepping has to be adopted in order to obtain stable solutions
with minimum computational effort. Use of compactly supported domain mostly eradicates

the problem of numerical instability for the field variables.
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Algorithmically SPH is segmented in three interlinked Pam At the Hr,; ,-.,p
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Fig. 3.1 Particle representation of a fluid continuum and its support domain

3.2.2. Approximation ofa function and its derivatives

The concept of integral representation of a function can be described as follous.

[(-v) = J.I(-v)Ir(v- x.h)JIx
i

(V1)

where f(x) is a function of the three dimensional position vector x, and W (\-\". h) is the
smoothing kernel function, h is the smoothing length defining the influence area of the

smoothing function W. The function W has the two main properties:

|sr(.v-.v . /()clv = 1
n

(3.2)

and, ir(x-x',/i) =0. for |.v-.v'| ) kji (3.3)

The function should satisfy the condition ofDirac delta function as the smoothing length
is made infinitesimally small. The function should be sutlicientl]\ smooth to capture the
influence of local phenomena.

The choice of kernel is also very important part of the SPH simulations. Ilie influence of
neighbouring particle over the field function depends on the choice ol kernel. I m .uni I'm
(2003) nave a detailed discussion of the main properties which ain kernel function should
satisfv. and also provided a comprehensive list of some ot the most frequently used functions

in the SPH literature. In the present work we have used cubic spline for the particle to particle

interaction. The form of the kernel is as follows:
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1-1s2+'S31 if0<s<1
2 4

(2-sf, if l<s<?2 (3.4)

0, if s)2

where s = x,/ h, g is the number of dimension, M is the normalization constant with values
10/7+4 in two dimensional problem.

Next part of the methodology is to perform particle approximation. Consider a fluid with
density p(r) defined by a set of points r, initially distributed arbitrarily throughout (he body of
the fluid. At any time the fluid dynamic field variables are also known at these points. It has
been assumed that the fluid is to be divided (Fig. 3.1) into N small volume elements with
masses mu m2, ....... mN where the centres of these small volumes are located at r, Hence for

numerical simulations, the integral interpolant f(x) can be approximated as follows:

(3.5)
n

The derivatives of the field variables can also be expressed as a summation of the
derivatives of the smoothing kernel. Equation 3.5 shows the n'h order derivative of the

function f(x).
(3-6)

The error involved in approximating the function f(x) by the summation given by
equation (3.5) has been studied in detail by Monaghan (1992). It depends on the uniformity of

the distribution of the particles, but generally is of second order or better.

3.2.3. Derivation of governing laws

Density of a particle can be tracked using particle approximation as follows:

N

ImJVv,
Pi = (3.7

This approach of density calculation is termed as summation density approach. Density of
the individual particles can be calculated also from the particle approximation of continuity
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equation (equation 3.7). Using kerne] approximation and r,rt,dc

and momentum equation of the continuum simplities into the follow,nj ,.,rm

(*si

Momentum: DVl . ( +a™

or.

where o f = -Pd">+//; ii

pt is the density of the particle i with summation density approach, mis the mass
associated with particle i, W/ is the smoothing function of particle i evaluated at particle i.
vl”is the relative velocity of particle iaridj. v‘is the absolute velocity of particle i. - is the

Neumann-Richtmyer artificial viscosity and /” is the pressure of particle i. Mniu/tun .inJ

(iingold (1983) related particle distribution with the viscosity in the follow ing manner:

for r v« (

0 for i*.v m(

where, rf = 0.001h2 vvand x, is the relative velocity and distance of two particles iand i |or
SPH simulations involving two or more fluids with largely different viscosities, use ot above

equation allows the viscosity to be variable and ensure that stress is automatically continuous

across the material interfaces.

3.2.4. Variation of smoothing length

The smoothing lencth h represents the eflective width ol the kernel and its value
determines the number of particles with which a given particle interacts. The accuracy (‘fan
SPH simulation can be ensured by taking a sufficient number ot particles within the
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smoothing length. This helps to replace an integral by a summation. Smoothing length can
remain unchanged throughout the time span of the computation or it can change at every time
span depending on the local density of the particles. One representation ot changing

smoothing length in two dimensional flow field is presented in equation 3.13.

For flow field where density changes are not abrupt constant smoothing functions can be
used to avoid numerical complicacies.

To capture the hydrodynamics near the interface of a fluid pair with a large density
difference, smoothing length (h) has to be optimized at each time step. An iterati ve predictor
corrector method (Liu et al. 2002) is followed so that each particle interacts with a roughly
constant number of neighboring particles. At the end of one time loop h is updated with the

following expression:
(3.14)

Here f is the relaxation factor which is considered to be 1.0 initially and corrected
subsequently so that number of neighboring particles remains always same with some

tolerance.

3.2.5. Equation of state

To handle incompressible fluids like water in SPH some modification in the formulation is
required. In SPH simulations the real fluid is approximated by an artificial fluid whose
compressibility can be controlled depending on the flow situation. The artificial fluid will still
provide a valid approximation to the motion of the real fluid provided the sonic velocity is
much larger than the velocity of the bulk flow. For computation of the pressure variation, the
artificial fluid is simulated to have some compressibility using a suitable equation of state.
Nevertheless, the compressibility should be small enough to restrict the relative density
fluctuations. A standard equation of state which is used for water in many hydrodynamic

simulations (Monaghan; 1994, Liu et al., 2005) is as follows:

(3.15)
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Ctupter 3
Here p and B, is measured in atmospheric unit and is mca-urcJ ai the
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Fig. 3.2 Arrangements of boundary particles

3.2.6. Approximation of solid boundary

For 'he solid boundaries at the periphery of the domain common technique is to piosule
layers of artificial boundary particles that resist the fluid particle to remain confined in the
problem domain (Fig. 3.2). The force applied by the boundary particles to the fluid panicles
are described with the help of molecular forces. The iorce is then directed centralis between
the boundary particles and fluid particles which has the l.ennard-Jones form as uisen below

(Liu and Gu, 2001):

= A-  for .,
F(R), Dr N v (310)
AVATAR '
=0 for M >
Here, r is the scaler distance between the boundary particle and the fluid particle, r is the
minimum distance between boundary and fluid particles that can be assumed as the initial

spacing of the particles. The values of 'as' and ‘'h.s' are 12 and 6 respectively Value of

coefficient Drdepends on the problem itself.

3.2.7. Time step calculation

A mid point predictor corrector method have been used to solve the ODI.s adopting a
forward time marching scheme. The time step is limited by the familiar Courant-f nednehs-

Lewy condition, which basically restricts the physical rate of propagation of information to he
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less than that of the numerical propagation rate. For viscous flow an additional diffusive

limitation is imposed on the time step and the two effects are usually combined in the

following expression:

At = min (3.17)
c, + 0.61«c, + P max//;

Values ofa and p is reported in Liu and Liu (200j).

3.2.8. Search for neighboring particles

Neighboring particles are determined based on nearest neighboring parti.' searching
(NNPS) technique. In the SPH method, since the smoothing function has a compact support
domain, only a finite number of particles exist within the support domain of the concerned
particle and are referred to as nearest neighboring particles (NNP). Only they are considered
for the computation in particle approximation. A direct and simple NNPS algorithm is the all-
pair search approach. For a given particle i, the all-pair approach calculates the distance ry
from i to each and eveiy particlej (=1, 2... N), where N is the total number of particles in the
problem domain. Ifthe distance ,} is smaller than the dimension of the support donuiin for the
particle i, particle j is found belonging to the support domain of particle i. Therefore particle i
and particle j is a pair of neighboring particles. This searching is performed tur all the

particles (i=l, 2,...,N).
3.2.9. Corrective smooth particle hydrodynamics

In order to increase the accuracy of the field values and its derivative corrective smoothed
particle hydrodynamics as proposed by Randles and Libersky (1996) has been adopted. This
method reduces the error due to truncation of higher order terms of the Taylor series
expansion. Sudden change of field variables are also tackled using this procedure that makes
SPH more applicable for multiphase flow of immiscible fluids. First and second derivative of

the field variables are shown in equation 3.18 and 3.19 to elaborate the procedure.

First derivative:
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Second derivative:

P f(x)

3.2.10. Model of surface tension

To model the surface tension force. Continuum Surface force method (( S1 ) li.is ken
applied in the momentum equation of the particles upon the llow t-eometrv In the ( SI
model, surface tension is transformed into a force per unit volume, 1, In the followin'-

equation:

where 5Sis the surface delta dirac function which peaks at the interlace ami f, is the toice
per unit area.

To simultaneously model surface tension, the color attribute t\ of one tluul panicle is set
to 1while the surrounding other fluid implicitly gets C, 0. Generali) the color of the liquid
phase is assumed as 1 and gaseous phase color is taken as 0. Surface tension forces per unit

area can be computed as (Morris. 2000):

here, a is the surface tension force and n is the normal direction ot the interlace, n can he

calculated as n —VC,.

3.2.11. Effort to ensure immiscibility

To avoid the penetration of two immiscible phases among themselves special care has
been taken at the interface of the two phases. A special no penetration force is added to the

interfacial particles depending on the scalar distance of them. The form of the no penetration

force is shown in equation 3.22.
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fr/né6 D4W v _ v
1f2d" 1 (3.22)

ifPd <1

= (hi +hj) and r is the scalar distance between the interfacial particles. $ is an
where> P, EF

empirical constant that depends on the type of fluids and flow situations.

3.3. Results and Discussions

Based on the above description a code has been made to simulate two phase
hydrodynamics. At the beginning the code has been validated against the following problems
whose solutions are well known, i.e.:

1) accelerated tank

2) rotating tank
3.3.1. Accelerated tank

This problem consists of a two-dimensional, upright rectangular tank containing two
fluids of different densities. The semi filled tank is impulsively started from rest with a
constant acceleration along the horizontal direction and the motion of the interface is recorded
till a steady state configuration is reached. The interface will evolve transiently anu at steady
state it assumes a flat surface whose slope depends on the relative magnitude of gravitational
acceleration and the imposed acceleration in the horizontal direction. Air and water particles
are placed uniformly throughout the cylindrical domain (100 mm diameter and 100 mm high)
initially. Fig. 3.3a shows the equilibrium shape of free surface represented by different
particles. It is clear from the particle position that due to acceleration the interface between
two fluids becomes inclined. For determination the effect of particle spacing on the accuracy
of computation rigorous study has been made by varying the distance between the particles.
Interface location obtained from the simulation by taking three different particle spacing are
depicted in Fig. 3.3b. Based on the study, 2 mm spacing between the particles are chosen as
optimum for the simulation. Time step used for attaining steady (0.1% change in the interface
location) location of the interface is 0.01 s. Computed inclination angle along with analytical

solution for different intensities of linear acceleration is plotted in Fig. 3.4. An excellent
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match shows ihe predicting ability of the present aLvr,.....,

a distinct interface.
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¢ water particles e air partick-s

(*'ig. 3.3 Interface location for semi tilled tank under an acceleration ol >
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Fig. 3.4 Comparison of angle of inclination between prediction and exact “olutio:!

3.3.2. Rotating tank

Next, an effort was made to simulate the flow in a semi tilled cylindrical contair-cr iloo

mm diameter and 100 mm hitth) which is subjected to an impuKixc clv.:’.;c m ro:.:
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speed. The sudden impulsive motion of the container causes the interface to evolve transiently
and finally at steady state when fluid undergoes a solid body rotation, the interface assumes
the shape of a paraboloid of revolution whose geometry depends on the relative magnitude of
gravitational acceleration and the imposed rotational speed. For the simulation of the problem
initially uniformly distributed water and air molecules are placed in the domain. The plot on
the Fig. 3.5a displays the free surface shapes at steady state carried on air and water as two
fluids. To calculate the optimum particle spacing, simulations are made by varying the
particle spacing and the interface locations are plotted in Fig. 3.5b. It has been observed that 2
mm particle spacing is sufficient for prediction of optimum location of the irik:rface. The
same has been used for the simulation of interface location in rotating tank. T!me step and

convergence criteria used for the present problem is identical to that of the previuu study.

. water particles ¢ air particles

Fig. 3.5 Interface location for semi filled tank under 30 rpm rotational speed.

Comparisons (Fig. 3.6) have also been made for the climb of liquid level at the wall due
to rotation between numerical resulls and actual situations. From the figure il is again
confirmed that present model is well suited for capturing interface ofan arbitral shape.

The above exercise also establishes that there is, need to select a proper particle density

10 ensure the computational accuracy. H is exercise has been done meticulously for all the
problems.
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Mg. 3.6 Comparison of liquid climb at the wall between prediction and c\.ki solution

3.4. Hubble evolution through a submerged orifice

3.4.1. Application of the model and validation

The developed algorithm has been used to simulate the process of bubbling tiom .i
submerged orifice. The physical problem (Schematically shown in lig 3.7) has been
idealized as two compartments (150 mm radius and 150 mm high) separated In a rigid
partition with a central circular hole. Chambers are large enough compared to the volume of a
bubble so that wall effect and change of chamber pressure due to bubbling can K- neglected
Pressurized air occupies the lower compartment while the upper compartment comprises
water with a free surface (150 mm high). Both the chambers (10.6 1.) are suMicientlv large so
that the generation of a single bubble and its departure from the orifice does not influence the
system. Both the domains arc represented by a set of uniformly distributed particles lo get
the optimum spacing between the particles, bubble period is calculated and reported in lable
3.1 for different particle spacing keeping other parameters same, from the table optimum
spacins can be chosen as 1 mm which is maintained lor the other simulations tor the test ease
in this chapter. Simulations are forward marched with a time step of I ms In case .'l bubbling

through submerged orifice Dr (mentioned in equation 3.16) is assumed to be 15g times of the

initial spacing of the particles.
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Bubol Table 3.1 Comparison of bubble period for different
e particle spacing
Lupiul
Particle spacing (mm) Bubble period (s)
0.5 0.0%7
Air Chamber
Al constant pressure
1 0.0952
2 0.0H76
5 0(-mi4

Fig. 3.7 Schematic view of the
bubbling process

Fig. 3.8 shows the position of the air and water particles over the orifice m«". at various
time steps. The diameter of the orifice under consideration is 3 mm. Pressure of the lower
chamber is kept constant at 2.5 bar and upper chamber is kept atmospheric. Temperature of
both air and water is kept at 25° C. At the inception of the process, the air panicles at the
bottom chambers try to gather near the orifice. After some time depending on n: pressure
difference first particle crosses the upper boundary of the orifice and enters in'< the liquid
region. Addition of no penetration force ensures that an individual air partit][ does not
penetrate into the liquid leaving the two phase interface. Gradually (he bubble sli,.  becomes
hemispherical. As the simulation forward marches in time, si/.e of the bubble elongates and
the centre of the bubble shifts up from the orifice mouth. This phenomenon tras -forms the
hemispherical bubble into a truncated sphere of air mass. Due to the presence of surface
tension force the shape of the bubble turns out to be spherical. Presence of the wedge shaped
liquid layer below the bubble periphery is clearly visible from the figure. It can be seen from
the Fig. 3.8 that the water particles forming liquid wedge advances towards the orilice mouth.
This process is quite similar to the weeping phenomena during bubbling process. The
growing air mass continues to shift upward. As a result, necking of the air bubble starts. This
eventually causes the detachment of the bubble from the orifice mouth. During necking
considerable changes in bubble volume is not observed. From Fig. 3.8 it is clear that the
radius of the neck decreases with the advancement of the time step. At a certain time step
depending on the pressure difference between two compartments, the inertia of the bubble

becomes sufficient and detaches from the orifice mouth.
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Fig. 3.8 Bubble evolution from a submerged orifice
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Evolution of bubble contour has been compared (Fig. 3.9) with the computation of
Gerlach et al. (2005) for 2 mm orifice diameter. They have analyzed the formation of air
bubble formation in water column based on principles of force balance and used fourth order
Runge Kutta scheme to determine the bubble profile. To model their situation we have kept
the pressure difference between two chambers at 20 Pa which is the average pressure reported
throughout the bubble evolution period in Gerlach et al. (2005).

Position of the extreme air particles at different time level is also ploaii, m the same
figure. It is clear from the figure that present model captures the interliir phenomena
efficiently. Hemispherical bubble, truncated spherical bubble, necking of : "Me base at
orifice mouth matches clearly with the reported bubble contour. Hubble slick . time at the

orifice mouth is also closely matching with the results of Gerlach et al. (20ns

1M

Fig. 3.9 Comparison of bubble contour with Gerlach et al.

Bubble contour generated by present . .
numerical scheme are also compared with the

experimental results of Terasaka
and Tsuge (1990), They have used N, gas as gaseous phase

and 0.7 wt% polyaciylamide (Density: 1 ) ) )
001 kg/nr, surface tension: 70.5 mN in. viscosity:
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1450cP) as the liquid in the pool. Lower chamber is kept at 1.06 h,r uhere tfe up;,-:
chamber is at atmospheric pressure to ensure quasi static bubble formation. | ; lu
th® bubb,C C ntOUr fOr submerSed orifice of 3.01 mm diameter at dmercnt t,,e L-vd
icasaka and Tsuge (1990) studied bubble formation due to cuts,an, tlou and n.oJdL-J
nonspherical air bubble formation in a liquid pool. For five different time steps extreme .nr

particles are stacked along with reported bubble contour. A good matching in all the cases .an

be seen from the figure.

151

Fig. 3.10 Comparison of bubble contour with Teresaka and I'stige (loom

Present model gives an opportunity to study the intricate details ot the movement ot
liquid, gas and their interface. In order to do so iso velocity lines (in mm s) tor gas-liquid two

phase medium has been demonstrated in Fig. 3.11-3.13 tor three ditfcrcnt instants.

Calculation of velocity is made as follows:

J\

—  W?=+V?- (3.231
\A

y res

where negative velocity denotes downward movement of the particles and positive velocity

resembles helping force for bubble nucleation.
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Fig. 3.11 Iso velocity lines in the computational domain during the initiation oHi . bubble
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Fig. 3.13 Iso velocity lines in and around a developed bubble before neckim-

For a better appraisal of the fluid movement the velocity scale li.is been indicated in the
figures. In all the three figures identical scales have been used for the sake of comparison
Dimension of the orifice is taken as 3 mm and pressure difference is kept at 2.5 bar At (MU
sec, at the very initial stage of the bubble growth the velocities both in the liquid and tin-
gaseous phase are relatively small. As the bubble grows like a hemispherical body a velocity
gradient normal to the interface is created. This is obvious from the iso velocity contonis in
the liquid phase adjacent to the interface. At the bubble base liquid is squeezed out and moves
in the upward direction like a jet as the downward movement is restricted by the partition
wall. Isolated vortices are formed as a result of the tlow phenomena described above Ihese
features grow further with the growth of the bubble as depicted in lie. 5.12. In this liauo the
radial flow of gas outward to the orifice is also obvious from the velocity contours. One may
also note the movement of the vortices and the change in their strength. At the final stage ol
the bubble growth, a gas stem forms at the orifice. lhe rate of bubble growth decreases as
necking of the gas stem starts. Fig. 3.13 represents the necking of the bubble. During necking

as there is local contraction of the gas stem surrounding liquid rushes to this point. Ibis is
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indicated by the strong negative liquid velocity near the neck. Further the radial expansion of
the gas bubble also decreases. This can be discerned comparing the gas and liquid velocity
from Figs. 3.12 and 3.13 at the bubble tip.

A close look at the iso velocity contours presented above reveals a circulatory motion of
the fluid particles inside and outside the interface. Inside the bubble, circulation cells are
dominant near the neck portion as shown in Fig. 3.13. It represents almost no gas flux
situation through the orifice which eventually leads towards the thinning of neck and
subsequent departure of the bubble. Circulation cells are also present in the liquid film below
the bubble. However, circulation in the liquid is not as strong as seen inside the bubble due to

the large density difference ofthe two fluids.
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Fig. 3.14 Iso velocity lines ofa developed bubble before necking at high gas (low rates
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At a large gas flow rate the circulation cells also appear inside the bubble and bccomc
dominant as the bubble is about to depart from orifice mouth. In Fig. 3.,4 iso veloa.s Imcs
inside and outside the departing bubble are plotted for 5 bar pressure at the lower dumber. 1.
may be noted that the chamber pressure has been made double compared to ihe case
represented in Fig. 3.13 while the orifice diameter is kept identical for the purpose ol
comparison. Several differences may be noticed between the two cases. Hubble departure
becomes much quicker with the increase of gas velocity. The mushroom shape of the bubble
(Fig. 3.13) becomes elongated along the vertical axis (Fig. 3.14). It is well known that at a
high gas flow rate air exits from the orifice mouth not as discrete bubbles but as a continuous

jet. Bubble shape at high velocity gives an indication towards this phenomenon.

Pressure difference between (lie chambeis (Hat |

Fig. 3.15 Bubble frequencies for different pressure gradient betw een the chambers

Comparison of the present result with the experimental observations of McCann and
Prince (1969) for various pressure differences between two compartments is then made to
validate the methodology. McCann and Prince (1969) reported the gas \elocit\ around the
orifice. For a comparison, with the results of McCann and Prince (1969) reported \clocit\
head is transformed into static pressure head. Fig. 3.15 shows the variation of bubble

frequency for different pressure heads. Present results show a good agreement with McCann

and Prince (1969).
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Further, bubble frequency for different air flow rate has been compared with experimental
results of Peng et al. (2002) for an orifice diameter of 1/8th inch. Peng et al. (2002) used high
speed video camera and optical fibre probe for determination of bubble frequency and volume
at the time of departure. A good match in bubble frequency as shown in Fig. 3.16 for a wide

range of air flow rate proves the versatility of the model.

Velocity of air (m/s)

Fig. 3.16 Comparison ofbubble frequency for different flow rates through the orifice with

Peng et al. (2002)

Effort has also been made to predict the bubble frequency for another gas-liquid
combination. Comparison of bubble frequency for different gas flow rates through the orifice
has been made in Fig. 3.17 between the experimental observations of Di Macro ci (2003)
and present numerical simulation. Di Macro et al. (2003) used nitrogen gas to bubble from an
orifice 0f 0.13 mm diameter in a pool of FC72. At lower flow rate prediction over estimates
the experimental results. In the experiment bubble initiation depends on the chamber volume
at those regions which is not tackled efficiently. But from the matching at hinher flow rates of
Fig. 3.17 it can be said that present model also captures the bubble hydrodynamics efficiently
for other fluid combinations.

Diameter of the bubble at the time of departure from the orifice is an important parameter
for steady bubbling through a submerged orifice. Bubble volume determines the pressure

homogenization rate between the chambers. Using the present model bubble volume at the
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time of departure is plotted for different air flow rates through the orifice in Fig. 3.18.

Experimental results of Davidson and Schuler (1960) plotted in the same figure compare*

satisfactorily with the simulation.

Flow rate (mm’/s)

Fig. 3.17 Comparison of bubble frequency for different flow rates through the orifice with Di

Macro et al. (2003)

15

8 Cm\B

0.5

Air flow rate (cmVs)

Fig. 3.18 Comparison ofbubble volume at the time of departure for different air flow rates

with Davidson and schuler (1960)



Bubble diameter at the time of departure is also evaluated for Nj-FC72 combination. I,
Fig, 3,19 we have compared the numerical simulation with experimental data as reported m
Di Macro et al. (2003). In this case also we observe a better agreement with the experimental

data at higher gas flow rates which can be explained as before.

0 10 20 30 40 50 60 "0

Flow rate (innil!/s)

Fig. 3.19 Comparison of bubble departure diameter for different air flow rales with 15 Macro

et al. (2003)

Table 3.2 Comparison of bubble volume at departure for a pressure difference 1.6 bar

McCann and Prince (1969) Present Emulation
Volume ofthe bubble (m3) X 105

1.25 1.4137

At a very high flow rate of air through orifice mouth bubble volume generated by the
numerical simulation is compared with experimental results of McCann and Prince <1969) in
Table 3.2. Just after the complete detachment of bubble from the orifice the volume of the
bubble is estimated from the simulation. A good matching in the order of niaiinitude has been

observed though the absolute values are different. The associated phenomena in high flow
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rate like non sphericity of the bubble and liquid weeping may be responsible for this
mismatch.

3.4.2. Effect of different thermo physical properties on bubble formation

The initiation, growth and detachment of bubbles at the mouth of a submerged orifice is
governed by the complex interplay between different forces namely inertia, buoyancy,
viscous, interfacial etc. Accordingly a number of fluid properties like density, viscosity and
surface tension directly influence the bubbling process. Out of the two phases involved in the
process of bubble evolution, the role of the liquid properties is more crucial as they may vary
widely for different industrial processes. There can be a substantial variation of the liquid
properties during the process if it involves chemical or biochemical reactions in a batch
operation. For long, there have been attempts to identify the effect of specific liquid
properties on bubbling at submerged orifice. Initial investigations in this direction were made
through experiments. However, a lack of general agreement is found (Kulkarni and Joshi,
2005) in different studies. Some of the investigations arc also marked by inconclusive
observations. For example, increase in viscosity has been reported to increase (Kluirana and
Kumar, 1969; Quigley et al., 1955) or decrease (Vasilev, 1970) the bubble size as well as to
have no effect on it (Datta et al., 1950; Benzing and Mayers, 1955). The effects of surfactants
and contaminants on the behaviour of bubbles are yet to be understood comprehensively.
Long back Davidson Schuler (1960) reported that surface tension force has no dominant
effect at high flow rates through a small orifice. They also reported that minimum value of the
bubble pressure at the time of departure is governed by surface tension forcc applied at the
contact line. Liow (2000) reported that the surface tension forcc along with the orifice
diameter and orifice thickness decides the bubble period from the orifice mouth. Hsu et al.
(2000) experimentally showed the importance of surface tension force over the procedure of
bubble formation by using different surfactant in water. But still the effect of surface tension
over bubble formation at orifice mouth remains unresolved as conclusive findings arc not
reported in the literature. Experimental investigations are seriously handicapped by the single
most fact that the specific liquid property can not be altered keeping the other properties

unchanged. Often the effects of simultaneous variation of more than one property arc counter

active and lead to ambiguous results.
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As an alternate measure attempts have been made to understand the influence of fluid
properties on bubble evolution through theoretical analysis and numerical simulations. Kumar
and Co workers (Ramkrishnan et al.,, 1969; Satyanarayana et al., 1969; Khurana and
Kumar, 1969) rightly identified the anomaly in the literature regarding the influence of
viscosity on the process of bubble formation. They resolved the controversy through a
theoretical model. Their model established the effect of viscosity convincingly both at high
and low gas flow rates in conjunction with the magnitude of surface tension and orifice
diameter. Martin et al. (2006) extended their previous two stage model (Martns ot al., 2006)
for bubble growth and detachment for investigating the influence of liquid property. The first
stage of the model is momentum balance for bubble growth considering viscous and surface
tension force. The second stage simulates the period of free rising considering a force balance
between buoyancy, drag and inertial force. They have extended this mode! even for non
Newtonian fluids based on the assumption of potential flow field. They have identified three
non dimensional parameters namely Reynolds number (Re), Bond number (Bo) and Weber
number (We) which influence the hydrodynamics. Thereby it is possible to predict the effect
of liquid properties on the evolution of bubbles from their model.

Fully computational simulations of bubble formation at submerged orifice are of recent
origin and are few in number compared to the analytical or semi-analytical mefhods of the
process. As a first attempt Oguz and Prosperetti (1993) investigated the bubble formation at
high flow rates using Boundary element method (BEM). Same procedure has been applied by
Wong et al. (1998) and Higuera (2005) for bubble formation through a highly viscous liquid.
In this regard the contribution of Drust and his Co-workers (Gerlach et al., 200  *ierlach et
al., 2007; Buwa et al.,, 2007) is worth mentioning. They have solved the Navier Stokes
equation in its full form for both the phases. For tracking the interface they have used Volume
of Fluid (VOF) (Gerlach et al.,, 2007) and combined VOF and Level Set (LS) (Ruwa et al.,
2007) technique. Extensive numerical simulations by Gerlach et al. (2007) have been carried
out to investigate the influence of various conditions on bubble shapes, bubble volume and
transition from a single to a double periodic formation process. Influence of variation of the
liquid properties like density, viscosity and surface tension was studied (Gerlach cl al., 2007)

individually. A comparison of their simulation results with the correlation provided by

Jamialahmadi et al. (2001) produce good agreement.
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In this section, the effect of liquid properties on the formation, growth and departure o!
bubbles has been investigated. To begin with, the simulation has been validated with JiUcrcr-.t
published results over a range of liquid properties. Attention has been focused on three kc\
liquid properties namely density, viscosity and surface tension.

Density of the liquid phase influences the process of bubble growth and departure m a
number of ways. Several forces namely the inertia of lhe liquid phase, buov.mo tone, dr.i.:
and lift force are directly dependent on density. As these forces are also dependent on other
properties the individual effect of density can not be understood without a rigorous
simulation. Khurana and Kumar (1969) experimentally showed that for a low gas llow rate
and in a less viscous liquid, the bubble shape decreases with the increase of liquid density
For high gas flow rates through the orifice, density does not alter the si/e of the bubble at the

time of departure. All the results from their experiments are for small orifice diameter.

1> I~ Mil
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Fig. 3.20 Bubble contour at the time of departure for different liquid density oser the orifice

mouth

. i P2 ifi i
Fig 3.20 represents foﬁe Eu%‘g Bmmgg g{ g >mm orifice mouth at the point of departure
for iiquids 1.5 times heavier and 4.0 times lifter than »a,cr respectively. lh« stream
increase in bubble size with the increase in liquid density can be observed, the solid line

reDresentine the bubb.e contour obtained by Gerlacl, et al. .2007, compare very .d | . «h the
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present simulation. Further, it has been seen that the period for bubble formation reduces
drastically and finally reaches an asymptotic value with the increase in liquid density. This is
depicted in Fig. 3.21 along with the numerical results of Gerlach et al. (2007). The present

simulation over predicts the period compared to that of Gerlach et al. (2007).
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m Gerlach et al. [2007]

° Present simulation

o
3

o
'S

034

o
)

Fol> O 7 aBorgs T

o
=

0.2 0.4 0.6 0.8 12 11 16
p/pw

Fig. 3.21 Effect of liquid density on bubble formation period

Contradicting observations have been reported in the literature regarding flic effect of
viscosity on the process of bubble evolution. Recently, Jamialahmadi cl al. (200 : proposed
that bubble size at the time of departure is proportional to (Jaw’. This signifies a monotonic
increase in bubble size with the liquid viscosity. According to Kumar and Kulooi <!"70) the
effect of viscosity is not independent of flow rate. At higher flow rates effect of viscosity can
be dominant, but at low flow rate viscosity becomes quite insignificant. In the present
simulation a wide variation of viscosity (compared to that of water) has been considered
keeping all the other properties unchanged. To test the predictability of the numerical model
bubble profiles at departure obtained by numerical simulations are compared with those
obtained by Gerlach et al. (2007) in Fig. 3.22 for two cases i.e. MMMv= 0.1 and M/Mw = 150. It
is interesting to note that the change in departure volume is rather small compared to such a

large change in viscosity. Fig. 3.23 depicts the variation of bubble formation period as a
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fusion of viscosity. Bubble formation period remains almost cnstam ...
viscosity and -"creases only marginally at high liquid viscosity. Similar ,,, ,, ]

obtained by Gerlach et al. (2007).

Fig. 3.22 Bubble contour at the time of departure for different liquid viscosity.
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Fig. 3.23 Effect of liquid viscosity on bubble formation period
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Effect of surface tension on bubbling also could be quite intriguing. Ihe difference in
bubble formation in distilled water and in a system with contamination has been reported but
not well explained. Careful investigations are also needed to understand the tolc of surfactants
in the process of bubbling. How the presence of contamination and suilactant modifies
different fluid properties and brings out overall change in the process is beyond the scope of
present work. We have studied the change in bubbling behaviour simply due to a variation of
liquid surface tension.

Fig. 3.24 depicts the bubble shape at departure for two different liquids with surface
tension substantially higher as well as lower than water. Both these shapes have been
compared with the simulation of Gerlach et al. (2007).The comparison is iviter in case of
liquid with high surface tension. In their simulation, the qualitative change in bubble shape
for a liquid with low surface tension is worth noting. It not only has a very si: nil and narrow
neck but also shows a small bulged portion below the neck which possibh represents the
crown ofthe succeeding bubble. This attribute is not present in our simulation. 1llowever, the
variation of bubble formation period with surface tension (Fig. 3.25) as predicted by the
present simulation compares vety well with that of Gerlach et al. (2007). In general, surface

tension increases both the bubble size and the period for bubble formation.

146 152 156

Fig. 3.24 Bubble contour at the time of departure for different liquid surface tension
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Fig. 3.25 Effect of liquid surface tension on bubble formation period

3.4.3. Influence of liquid properties on different stages or bubble growth

The growth of a bubble at the mouth of a submerged orifice does not follow a monotonic
trend. To start with the shape of the gas bubble projected out of the orifice can be
approximated as a hemisphere or a truncated sphere. The growth of the bubble continues both
in the radial and in the vertically upward direction. Depending on the gas flow rate, orifice
diameter and the fluid properties the bubble may assume a non spherical shape at this stage.
With further inflow of gas into the bubble a stem develops at the mouth of the orifice and the
bubble gets ‘lifted up’ from the orifice mouth. As the stem grows longer a ncck develops in
the stem. At a subsequent stage the bubble gets pinched off from the stem at the neck. During
the development of the neck, generally the bubble growth is retarded. Therefore, in the
development of a bubble there are two distinct phases- initial growth phase and the neck
formation phase. In the first phase there is a substantial increase in bubble volume while in
the second phase there is a noticeable change in its shape. Formation of ncck is characterized

by a change in curvature in the bubble profile. Such a change can be easilv detected b\ our

simulation.
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Fig. 3.26 Change ofbubble volume throughout the period, effect of liquid density

In Fig.s 3.26-3.28 the change of bubble volume with time has been shown for variations
of density, viscosity and surface tension respectively. All the curves span from the inception
of the bubble at the orifice mouth till its pinch off. The square marks on the curves indicate
the initiation ofthe neck formation. For all the cases, the duration of neck formation is a small
fraction of the total time span of the bubble. Further, the growth of bubble is only marginal
during this period. Fig. 3.26 shows both the bubble volume and its life span increases with the
decrease of density. However, the rate of bubble growth shows an intriguing trend. The rate is
highest for water and decreases both with the increase and decrease of liquid density
compared to water. This trend can not be readily explained. Probably it indicates that the
bubble growth is not linearly dependent on density. As density appears in different force
terms its effect could be rather complex. Fig. 3.27 depicts that both the bubble volume and its
life span increases with the increase in viscosity. However, the effect of viscosity is more
prominent at its lower values. Finally, the effect of surface tension on bubble volume and

eparture time is shown in Fig. 3.28. Both of this parameters increases with surface tension.

However, the growth curve for bubble volume becomes flatter as surface tension increases.
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Bubble [>eik\l (1)

Fig. 3.27 Change of bubble volume throughout the period, effect of liquid viscosiiv

Bubble pcuotl (si

Fig. 3.28 Change of bubble volume throughout the period, cffect of liquid surfacc tension

We have also critically examined the effect of liquid properties on the process of ncck
formation. The development of the bubble neck starting from its inception till the proccss of
pinch off is depicted in Fig. 3.29 for the variation of the three liquid properties considered in
the present work. As the liquid density decreases, the bulb like bubble shape changcs to a
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rather spherical one during the necking period. The pinch off point also shifts in the upward
direction. Change in bubble shape becomes more pronounced in case of viscosity variation.
At higher viscosity the bubbles become elongated during the necking period. This is also
associated with an upward shift in pinch off point. It is observed that the neck radius increases
with surface tension. At a low value of surface tension there is a large inciease in necking
period as the surface tension increases. However, with further increase in surface tension this
effect dies out.

As we have mentioned earlier that the entire duration of bubble evolution may be divided
into two parts namely initial growth stage and necking stage. The duration and the bubble
growth during the last stage will be far more informative about the necking phenomena.

In Fig. 3.30 ratio of the duration of necking stage to the total growth period is shown in
curve (a) (b) and (c) for the variation of density, viscosity and surface tension respectively to
quantify the stage in detail. It may be noted that necking period increases with the increase of
liquid density over the orifice mouth. The effect of viscosity on the necking period is not as
pronounced as the effect of density. There is a marginal decrease in necking period with the
increases of the liquid viscosity. From curve (c) it can be seen that necking time is strongly
influenced by surface tension when its value is relatively low. As the magnitude of surface
tension becomes more than that of water and it increases further, qualitative chaise in neck
formation is noticed but the necking time does not change drastically.

Parallely, efforts have also been made to study the evolution of bubble volume during the
necking stage with a variation of fluid properties. Change of bubble volume during necking
operation is termed as Vreck while the final bubble volume is denoted as VHl,.i. In 1 ig. 3.31the
ratio of Vrmek to Vtdal is reported for the variation of different liquid properties It may be
noted that the nature of curves in Fig. 3.31 are much similar to the corresponding curve
depicted in Fig. 3.30. Neck volume increases with the increase of liquid density but decreases
as the liquid viscosity and surface tension force intensifies.

It has been observed that though necking period is occupying almost I/5'h of the total
bubble period (on an average) the percentage change of bubble volume is not significant
( o)inthat period. It eventually shows homogenization of pressure outside and inside of the

The bubble shape also experiences a thorough transformation which leads to the
pinch off after some time.
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Fig. 3.30 Influence of density, viscosity and surface tension on necking period
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Fig. 3.31 Variation on the bubble volume during neck formation with density, viscosity and

surface tension
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These two study show that not only bubble volume and bubble period is dependent over

the liquid properties like surface tension, density and viscosity, neck formation also relics

upon these properties.

35 Summary

The Lagrangian Smoothed Particle Hydrodynamics is employed for the simulation of
separated flow with a well distinguished interface. At first the model is validated with
benchmarking two phase flow situation. Then the model is applied for the prediction of
bubbling in a stagnant liquid pool through a submerged orifice. The model successfully
captures the cycle of bubble formation, its growth and its departure from the orifice through a
process of necking. The computed velocity contours help in explaining the hydrodynamics
during the growth of a bubble. Additionally, Effects of fluid properties like density, viscosity

and surface tension on the bubbling process and neck formation are also studied in details.






detail modeling of interface-

diffuse CONCEPT

4.1. Introduction

Modeling the interface between two fluids is a challenge to both theoretic! and
computational fluid dynamics. In the previous chapter smoothed particle hydrodynamics is
employed to model a time evolving interface as a stretched surface of zero thickness
separating two fluids at two different pressures. Another description of interface which
defines it as a narrow region characterized by a smooth but rapid variation of physical
properties between the bulk values of the two fluids presides for long. Such definition of
interface is known as Diffuse Interface (DI). But till date little effort has been made to
incorporate DI in particle based techniques due to their lagrangian nature. Si’ll is successfully
used by the researchers (Libersky and Petscheck, 1991; Takeda et al.. I'M ; l.astiuku et
al.. 2005; Souto Iglesias et al., 2006) for simulation of multiphase flow as it requires
minimal effort to track the interface among the particles of different identities. To the best of
the knowledge of the author a few attempts (Xu et al., 2009; Tartakovsky et al.. 2()0‘) are
there in literature to incorporate DI in SPH. Both of these efforts used mass density based
formulation for constructing diffuse interface. On the other hand, in the present work the
chemical potential has been used to construct the diffuse interface based on Cahn-llilliard
equation (Jacgmin, 2000). In the present chapter the basic formulation of DI for the particle
based system has been devised and the solution algorithm has been developed. linally, some
typical two phase flow problems have been simulated using DI-SPI1. The length scale of the

interface in the case studies considered in this chapter varies from 10 mto 10 m

4.2. Model development

The schematic representation of both sharp and DI is shown in Fig. 4.1. In this figure t\u>
different phases are represented by particles of white (phase 1) and black (phase IlI) colors.
The propagating sharp interface is characterized by a sudden jump of any thermo physical
properties, say from f, to f2across a zero thickness of the phase boundary. On the other hand,
the change of properties across the finite thickness %of the DI is rapid but gradual. Though
the concept of DI is deeply rooted in thermodynamics suitable computational scheme is
needed for its implementation. For the physical description of the phase boundary one may

consider a surface with an average value of property (f,. Fig. 4.1 depicts the motion of

the interface as conceived by both sharp interface and DI.



Chapter 4 Detailed Modelling of interface-diffuse concept

Van der Waals (1894) first proposed the idea considering the free energy minimization
concept. Historically, Cahn (1961) extended the classical model of Van der Waals (1894) for
unsteady problems where movement of triple line is present. He correlated interfacial
diffusion with the chemical potential gradient in order to track the mobility ol the triple line.
The governing differential equation for the interface is commonly known as Cahn-Hilliard
equation. In the present work we have adopted Cahn-Hilliard equation for a particle based
system considering a finite thickness of the liquid-gas interface. Like other thermo physical
properties of the fluids one color code (Q has also been assigned to the fluid particles having

+1 value for the liquid and -1 for the gas.

time=t+ St

phase | iphase Il

0 0 0 O 0j* o
/1

Interface

Sharp interface

®

Diffused interface

«>

Fig. 4.1 Scheme of DI in SPH



Chemical potential ofthe fluid iscglm | - o~ I
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around which a smooth transition of C is considers i N
considered. Chemical potential is calculated lor the

particle based system in the following manner:
((~~):(c)-i)2-(cy+1);(c> ,n ,n.

ki <,
mj (C»2+0;;)(C,~C,) fr/j;

(4.1)

7=1 PiPj ) W

In the above, the first and the second part of the RHS of equalion 4.1 signifies gradient
energy and bulk energy respectively. Cn is the Cahn number which is the ratio of mean
interfacial thickness (£j) and characteristics length (Lc). The characteristics length can Ik
selected suitably depending on the problem and § is taken as three times or the smoothing
length, h. Value of ~ in the range of 10 um and can be minimized further if the particle
density is increased. Prediction of accurate Cahn number is very important for an effective
simulation of the interface and the transport phenomena across it. It basically defines the
interfacial thickness in case of DI assumption. One can derive the transport equation of C for

the particle based continuum in the following form:

atC.
dt dr:

(4.2)

In equation 4.2, kmis the mobility and taken as 10-4. Mobility determines the fluidity of
the concerned fluid (Gomez et al., 2008). As a physical thickness is assigned to the interface
following the concept of DI, the momentum balance equations (equations 3.8-3.9) will change
accordingly. After the incorporation of the source term to take care of the intcrfacial free

energy, the momentum equation can be written as follows:

" C C,
m _Capfin, Capfint

'‘of +of ai-y T (4.3)
Dt i PiP] dxf few
or
C C
dv: v (of g _y_ mi Cap.Cn.  Capfin, ..(4.4)
5= TiP,Pj @
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is defined in equation 3.10 and Cap is the particulate capillary number which jg

2V2/4M,-
defined as follows: Capt— ~ . (4.5)
Though SPH does not explicitly depend on the boundary following boundary conditions
are set for the color code to close the system. No flux condition for chemical potential is

assumed at the interface and solid liquid contact plane, if any.

M fiPj M 5r"
Second boundary condition for the color code is proposed by Jacgmin (2000; that ensures
the interface at the triple line remains at the local equilibrium condition, if present. The

boundary condition is as follows:

=0. 4.7

Second term of the RHS of equation 4.7 signifies the local surface energy at a particular
location. In the above equation, kw is the wetting coefficient whose value equals to the
cosine of the physical contact angle of the fluid solid pair. An algorithm for hybrid DI-SPH

formulation is shown in Fig. 4.2.

4.3. Prediction by SPH and DI-SPH - a comparison

The previous section describes the modifications needed for the incorporation of DI in the
basic algorithm of SPH. The modifications have been done in a generic manner so that the
DI-SPH technique can be used to simulate a large variety of problems. The developed
technique has been put to test through two different case studies. The exam pies have been
selected such that the properties of the two phases are grossly different and the interface
experiences a complex evolution in profile due to the associated fluid dynamics. In both the
examples the effect of interfacial tension is important and the success of simulation depends
on its correct modelling. In one of the test cases buoyancy force (or the effect of gravity)
plays an important role. Additionally, inertia driven flow situations have also been

considered. Both the problems have been simulated by SPH as well as DI-SPH to examine the

110



improvement in the prediction b, the incorporation of ,ht . NN s|,M

scheme. The results o f these simulations have been compared ,,ith the published “'TMtturc

Fig. 4.2 Algorithm for hybrid DI-SPH method
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4.3.1. Formation, growth and departure ofbubbles from a submerged orifice

Formation of gas bubbles at a submerged orifice, their evolution and finally their
departure from the orifice mouth is important for industrial processes which involve aeration.
In the previous chapter bubble formation at a submerged orifice is modeled in details using
basic SPH. Here, investigations have been made on the same procedure showing special
interest on the subsequent rise of the formed bubble due to buoyancy from (lie o1 itice mouth.
The scheme of particle distribution, spacing between the particles and time steps are kept
identical as has been mentioned in the previous chapter.

Recently Smoothed Particle Hydrodynamics has been used by Das and Das i * ;()9) for the
simulation of bubble evolution from a submerged orifice. The basic formulation of the
methodology assumes the interface to be sharp (chapter 3). In the present chapter DI concept
has been incorporated in SPH to equip the methodology for complex simulation of formation
ofbubbles and their subsequent rise in a liquid column. Figure 3.6 schematically represents
the formation of a gas bubble at a submerged orifice. After the growth of the bubble it departs
the orifice and rises through the liquid pool as also depicted in the figure.

The process of evolution and free rise of bubble has been simulated by both the
methodologies of DI-SPH and the basic SPH. To make a comparison, simulations have been
made for conditions identical to those described by Buwa ct al. (2007). The\ have used
combined level set and volume of fluid method for capturing the interface. Air and water
(surface tension 0.072 N/m) has been used as the gaseous and liquid phase respectively.
Volume flow rate through the orifice 0f2 mm diameter is kept at 100 cm /min.

In Fig. 4.3 bubble evolution for a duration of 70 to 162 ms has been depicted as obtained from
our simulations vis-a-vis the simulation results of Buwa et al. (2007). At a first glance the
striking trend matching between the figures depicted in the different columns of the figures is
obvious. However, a critical inspection helps to bring out the differences. Botli Si’ll and DI-
SPH simulation generate almost similar shape of the gas bubble as long as it is attached to the
orifice, though m the former simulation shows a tendency for the bubble to get an elongated
shape. It can be seen that SPH methodology can efficiently model the bubble evolution at

submerged orifice but bubble dynamics after the detachment from the orifice mouth is not
tracked well by this technique.
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On the other hand, DI-SPH methodology tracked both the evolution of bubble as well as
its rise through liquid column with a good accuracy in comparison to the results shown b>
Buwa et al. (2007). It needs to be mentioned further that the results of Buwa ct al. C<hi7)
replicates the experimental results of Zhang and Shoji (2001) and depicts an excellent
agreement. In that regard the present DI-SPH solution also matches with the same
experimental results very closely. As the bubble is attached at the orifice mouth, the force due
to gas pressure is most dominant for the shape evolution. Basic SPH methodology tracks this
force effectively which can be seen from the good agreement of the bubble at the orifice
mouth. But after the detachment from the orifice mouth, bubbles no longer remain spherical
due to the effect of buoyancy and surface tension forces. Inherent deficiency of the .sharp
interface technique in modelling the interfacial tension may be the possible reason for the

mismatch in bubble shape after it is detached.
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Once DI is incorporated in SPH the alonri.t™ n ] ) o
> gorithm enables the simulation of both free ri>in«

bubbles and the bubbles pinned at the orifice mouth with ,1
i month " I,h "Equate accuracy. After Ihc

d’etachmeni't.he bﬁbbles become oblate which is traded w,,, * 0, SLH b,,, ,,

by basic methodology. E,e,, change of bubble shape during its rise ,h™ sh the li,uid column
is well tracked by DI-SPH that can be observed ftom the resuhs shown i,, the ,rx, ..........
Fig. 43. In Fig. 4.4 bubble frequency calculated using SPH mcthodoloty is compared will,
the experimental data of McCann and Prince (1969). Additionally, the simulation b, m-M"lI
for the same parametric combinations has also been superimposed in the same lieurc lhe
simulation through DI-SPH shows a better agreement with the experimental d.,a and

establishes the improvement due to the incorporation of DI.
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Fig. 4.4 Bubble frequency of different chamber pressure, prediction by DI-SPH and basic
SPH

4.3.2. Drop in a shear flow

Deformation of a drop and its breakup into finer droplets are commonly cncounicred in
various systems including micro fluidic devices and emulsification processes. lhe
phenomenon is of fundamental importance in dispersion science and shows a great potential
in micro mixing and micro reaction. To manipulate a drop in an immiscible matrix confincd
in a conduit, application of shear flow in the matrix is a common trend. Starting from initial

work of G. I. Taylor (1932) several authors (Bentley and Leal. 1986; Loewcnbcrg and Ilinch.
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1996; Guido et al., 2003) have attempted to analyze this problem in order to understand the
complex interplay between the inertia, viscous and surface tension forces. The important non
dimensional numbers governing the phenomena are Capillary number (Ca), Reynolds number
(Re), and viscosity ratio (X); and are defined as:
Re = ancj (4.8)
g Mh

Here, isthe shear rate and m and d stands for matrix and droplet. ar is the initial droplet
radius.

Li et al. (2000) proposed a critical Ca over which the drop deforms into a dumbbell shape
and daughter drops generate due to end pinching. Renardy and Cristini (20i)!) examined
different stages of drop break up through VOF based numerical simulation. As per their
study, a drop initially oscillates, then elongates and finally experiences a higher shear which
divides it into two daughters. As drop deformation in shear flow is governed by various body
and surface forces complex interfacial configurations are obvious. It is expected that the use
of particle based methodology like SPH can successfully model the phenomena due to the
inherent flexibility of the method in tracking dynamic interfaces. Further, improvement in
simulation is possible by considering DI as the abrupt change in property across the interface

can be avoided.

Fig. 4.5 Schematic diagram ofa drop in a shear flow

The schematic representation of the problem considered is shown in Fig. 4.5. Initially a

spherical fluid drop in the matrix of another immiscible fluid js egRfined Beiwesn iws
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rectangular parallel plates. For simplicity, the density of drop and the nu:m HuiJ u
considered to be same. Due to the motions of the plates in reverse directs the ccri«IN
placed drop is subjected to a shear field. Drop deformation and break up in a shear tlow >
simulated using 3D DI-SPH algorithm forCa = 0.054 and Re - 60. Hic drop is assumed as
spherical at the beginning of the computation having a diameter 0.125 mm. For computation a
rectangular prism (2 mm X 1mm X 1mm) is considered as the domain keeping the drop at its
centre. Liquid and air particles are placed uniformly in the domain. Initial particle distribution
and smoothing length are kept uniform and identical for both the simulations. A rigorous
study has been made for initial choice of particle spacing. At 2.4 s the drop shape obtained
using different particle spacing is shown in Fig. 4.6. It can be observed from the figure th.it
100 particles across the radius of the drop will give sufficiently accurate prediction in the drop
shape. Based on this study particle spacing is maintained at a'100 in all the simulations
Simulation is forward marched in steps of 10"ls to attain a steady state solution or drop
fragmentation. The motion of the matrix fluid through the finite length of the ch.trmcl has
been modeled using periodic boundary conditions at the channel ends. Viscosity and density
of the drop and matrix is assumed to be the same for the simulation. The same problem has

also been solved numerically using basic 3D SPH model.

— Renardv and Cristmi (2001)
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Fig. 4.6 Effect of particle spacing > "o 11s""
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channel axis such that the leading edge points the positive x direction. The ellipsoid elongates
further to form a two lobed drop with a narrow connecting finger. The two lobes finally break
into two small drops and the connecting finger fragments into a number ol tiny droplets. It
can be observed that the numerical simulations through DI-SPH and the VOF based model of
Renardy and Cristini (2001) produce excellent matching as far as drop shapes arc concerned.
The simulation through SPH with sharp interface gives noticeable deviations in the shape at
every stages of drop evolution. The improvement due to the incorporation of DI in the basic

SPH model is clear from this comparison.
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Fig. 4.8 Prediction of drop profile for various Ca number using DI-SPII method

To test the suitability of the developed methodology over a range of fluid properties
simulations have next been done varying the non dimensional numbers. To examine (he effect
of surface tension drop shapes have been evaluated for different Ca. A high value of viscosity
has been taken for the matrix fluid to avoid any breakage. This renders the Re close to zero.
Drop viscosity is taken as half of the matrix viscosity. Equal densities have been taken for
both the fluids. Drop motion and deformation have been simulated using SPH and DI-SPH for
three different Ca (0.38, 0.4 and 0.42). It has been observed that drop becomes elongated in
the reported ranges of Ca value and reaches at a stable shape from which further elongation is
not observed. Fig. 4.8 shows the above simulation along with the results reported by Li ct al.
(2000). In this case also the DI-SPH simulation gives a closer agreement with the results of Li
et al. (2000). For high Ca value drop elongation ultimately tends towards the pinch off.

Effect of the variation in drop viscosity is reported in Fig. 4.9. Viscosity of the drop is
lowered in comparison to the viscosity of the matrix assuming very low density of both the

fluids such that the Re is close to zero. In Fig. 4.9 simulated results for viscosity ratios of 0.1
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and 0.5 and Ca = 0.4, are shown for the stable drop shape. As the viscosity ratio increases the
drop becomes more slender and filamental. Nevertheless, like all the previous cases DI-SPH

results agrees very well with the VOF based simulation of Li et al. (2000).

Ca=0.4 Re=0.0 equal density
|

Li et al. [2000] Without DI With DI

Fig. 4.9 Prediction of drop deformation for various viscosity ratio between drop and matrix

using DI-SPH method
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e,0,,8a,es the drop The

the incorporation of D1 is also obvious from this exercise.

ICa *0.9
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Initial drop diameter= 50.8 mm Re = 10 Pe=10.1
------- Badalassi et al. [2003] --------- DI-SPH = ---------SPH

Fig- 4.11 Comparison of DI-SPH methodology with the numerical results of Badalassi et al.

(2003)

Finally, the numerical results of the present methodology have been compared with the
reported numerical simulation of Badalassi et al. (2003). Badalassi et al. (2003) used coupled

Cahn-Hilliard/Navier-Stokes system for modelling of drop deformation under shear flow.
Simulations have been made using the developed DI-SPH methodology for three different Ca

number (0.6, 0.9 and 1.2) keeping the Re (0.1) fixed. Badalassi et al. (2003) used DI concept
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and defined Peclet number based on the interface thickness and liquid mobility (3X106).
Identical parameters have been used for the present simulations. Fig. 4.11 shows the
comparisons of drop shapes reported by Badalassi et al. (2003) and those obtained through
numerical simulations using DI-SPH and SPH. It is clear from the figure that prediction of
DI-SPH methodology is matching well with Badalassi et al. (2003) compared to basic SPH
methodology. The above comparison once again establishes the improvement in the
prediction of SPH method by the incorporation of DI.

From the above discussion it is seen that the drop elongates with the increase of both Ca
and Re. Depending on the values of these two numbers one may get an elongated drop shape
which does not change further and the drop break up is not encountered. Alternately, the
elongation may continue and ultimately results in the break up ofthe drop. For a given Ca one
can identify a critical Re above which the drop break up occurs. Li et al. (:;?200) have
constructed a transition curve for drop break up in Ca-Re plane. The same exercise has been
repeated using SPH simulation adopting both sharp and DI and the results are shown in Fig.
4.12. The DI-SPH prediction follows the curve by Li et al. (2000) closely while the prediction
through basic SPH deviates from both these curves over a range of Ca. All the exercises in
this section demonstrate that SPH can simulate the deformation of immiscible drops in shear
flow successfully. However, incorporation of DI in the basic algorithm of SPH provides finite

improvement in prediction.

Fig. 4.12 Transition boundary for drop breakup
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4.4. Case studies using DI-SPH methodology

In the present investigation the DI-SPH methodology has been used to simulate diverse
problems of droplet spreading, their movement as well as breakage and joining of droplets. A

unique physical mechanism for droplet manipulation namely wettability uradient has also

been considered in some of the case studies.
441 Drop movement over an inclined surface

Sliding of drops over inclined planes is not only a topic of fundamental interest but is also
relevant in many technological and biological applications. While fast droplet movement over
wind shields, solar panels, green house covers is desirable, effective utilization of pesticides
calls for a greater stability of droplets over plant foliages (Pieters et al., 1997; Wirth et al..
1991). Stability of droplets has a crucial importance in the transition from dropwise to
filmwise condensation (Oron and Bankoff, 2001) over an inclined surface as it is also
important in printing and coating techniques. Besides, manipulation of droplet movement
over terrained surfaces (Abdelgawad et al., 2008) is of great interest in droplet microfluidics.
In recent years interests have been shown to build super hydrophobic surfaces (Osawa et al..
2006). The basic understanding of droplet sliding can provide useful information in the design
and development of such surfaces. Sliding of droplets is also important for the design of
condensing surfaces.

In general, the shape, the stability and the motion of the liquid drops over solid surfaces
rely on a number of physico chemical phenomena all of which are not well understood till
date. Explanation of certain drop behaviours needs the consideration of interactions even at a
molecular level. Nevertheless, tireless efforts have been made by the researchers over the
decades to describe the same in terms of macroscopic forces and properties. However, the
situation becomes different if the solid plate makes an angle with the direction of gravity. The
drop no longer remains axisymmetric to start with and begins to slide down with the increase
in plate inclination. Numerous efforts (Larkin, 1967; Brown et al., 1980; Lawal and Brown,
1982; Dussan and Chow, 1983; Rotenberg et al., 1984; Durbin, 1988; Iliev, 1997;
Podgorski et al., 2001; Kim et al.,, 2002; Thiele et al., 2002; Le Grand et al., 2005) have
been made to determine the drop shape over an inclined plane, inception of its sliding as well
as its sliding velocity. In this connection contact angle hysterisis (Krasovitsky and Marmur,

2005) is a well accepted fact. Contact angles hysterisis refers to the difference of contact
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angles at the leading and trailing edge of the drop resting on an inclined plane. For a drop
resting on the inclined plane 0a < 9 < (> Beyond a critical inclination the drop starts sliding
when this relationship is violated (Krasovitsky and Marmur, 2005).

Most of the experimental and theoretical studies (Larkin, 1967; Brown et al., 1980;
Lawal and Brown, 1982; Dussan and Chow, 1983; Rotenberg et al., 1984; Durbin, 1988;
Iliev, 1997; Podgorski et al., 2001; Kim et al., 2002; Thiele et al., 2002; Le Grand et al,,
2005) aim at analyzing the static or at best the quasi static drop shapes just at the yield point.
Based on asymptotic theory (Krasovitsky and Marmur, 2005) drop movement after the yield
condition has also been investigated. Different postulations have been made to explain drop
sliding over inclined planes. Frenkel (1948) explained the drop sliding considering the
“pouring of the liquid” from the rear edge of the drop to its front edge along the fluid-fluid
interface. He further stated that the drop leaves a thin unstable liquid film behind in case of
perfect wetting. Though heterogeneity of the solid surface is thought (Kras<", itsky and
Marmur, 2005; Dettre and Jhonson, 1964; Joanny and de Gennes, 1984; de Gennc 1985) to
be the cause of a drop being pinned on an inclined surface there have also been alternate
explanations (Roura and Fort, 2001). One of the initial attempts to predict the non
axisymmetric shape of liquid drops over a sloped solid surface was made by Lai's n (1967).
He imposed a polar function of contact angle along the triple line in order to obtain a partial
differential equation of capillarity. Brown et al. (1980) assumed the contact line to be circular
and employed Galerkin finite element technique for the shape of the drop in an inclined plane.
Following the same procedure, effort (Lawal and Brown, 1982) was also been made to
evaluate the drop profile considering an oval contact line. Rotenberg et al. (I9H ;. used an
experimental functional relationship between the spatial contact angle and contact line
velocity as the lower boundary. They solved a system of finite element equation which was
obtained by minimizing the surface energy potential of a liquid drop. Durbin (1988)
considered velocity slip near the contact line and assumed interface yield stress as the shear
stress near the triple line. Equilibrium variation approach is used by Iliev (1997) to track the
virtual motion of the three phase contact line. He modeled the effect of drop holdup on the
contact surface by establishing the counteraction between the separating media. Kim et al.
(2002) reported the sliding velocity of a liquid drop of known wetting characteristics by using

a scaling law and established the distortion of free surface during its movement. Thiele and
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coworkers (Thiele et al., 2001; Thiele et al., 2002) combined diffused interface theory and
long wave approximation in order to study one dimensional periodic drop profiles sliding
down an inclined plane. They also extrapolated their model for two dimensional drops and
noticed front instabilities of the advancing drop front.

Though a large volume of work exists on drop shape, its spreading and stability on tilted
plane, enough effort (Gao and McCarthy, 2006) has not been spent to analyze the drop
movement down the plane. Gao and McCarthy (2006) postulated two mechanisms for drop
motion. Droplets can move by sliding where the particles near the solid-liquid interface are
exchanged with the gas-liquid interface ones in a tank and tread fashion keeping bulk of the
fluid unaffected. On the other hand there could be rolling motion where entire fluid mass
undergoes a circulatory movement. They did not rule out a combination of these two modes
of motion in case of an actual drop movement. However, this postulation has not been
explicitly demonstrated.

It is worth mentioning that many of the analytical models (lliev, 1997; Kim et al., 2002;
Thiele et al., 2002) simulate two dimensional drop or idealized the three dimensional drop as
a planer drop (Krasovitsky and Marmur, 2005). Though the simulation of a three dimensional
drop constitutes a considerable level of complexity the problem is solvable by a suitable
numerical scheme. Apart from the three dimensionality of the problem, a common difficulty
experienced by such techniques is the stress singularity at the triple line. A number of
remedies have been prescribed for this. As the singularity arises from the small length scale
associated with the triple line incorporation of a precursor film (de Gennes, 1985), surface
tension relaxation (Shikhmurzaev, 1997) as well as slip length based level set (Spelt, 2005)
methods have been suggested. Alternately, the sharp interface is replaced by a diffuse
interface in a number of attempts (Jacqgmin, 1996; Huang et al., 2005; Liu et al, 2006). Apart
from the above mentioned works the contact line dynamics has not been studied in details and
further study is needed for better understanding of the three dimensional phenomena.

Asymmetric shapes of a liquid drop over an inclined plane and contact line dynamics is
studied using a hybrid DI-SPH methodology. A 100 mm X 100 mm X 100 mm cube is
considered as computational domain where the drop is placed at the centre of the bottom most
plane. Initially liquid and air particles are placed uniformly with constant smoothing length.
Particle spacing is chosen through a rigorous spacing independence test and it has been
decided that 100 particles will be accommodated across the radius of the drop foot print. The

same spacing is followed in the other directions. Simulation is forward marched with a time
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step 104 s to get a steady dynamics solution. The particle spacing and time step is kept
constant for the other case studies related to drop dynamics. The focus of the study is on the
estimation of sliding limit of the inclination angle for drops of different size and fluid-solid
combination. The numerical results have been compared well with experimental data taken
from various sources. Efforts have also been made to study the internal fluid structure of the
drop over the solid surface during the rolling motion. Hybrid DI-SPH model is used to
investigate numerically the movement of drop over an inclined plane. Most of the simulations
have been done for water droplet (cjiv= 0.072 N/m, p —1000 kg/m and [i 10 Pa-s) sliding
over a steel surface (contact angle 83°). Gas-licjuid interface is simulated as a free surface i.e.
pressure difference between two phases are generated only due to interfacial curvature. The
model has been validated against available theoretical and experimental results.

Simulation has been started considering a static drop over a horizontal surface. The
inclination of the surface has then been gradually increased until the drop starts sliding over
the surface. Volume of the water drop is taken as 1.75 mm3 At every inclination drop is
allowed to take its stable shape before proceeding further. In Fig. 4.13 the non dimensional
shapes of the stable drop for different inclination have been depicted by the liquid particles at
the interface. It is clear from the figures that drop losses its symmetric shape as the solid
surface at its base makes an inclination with the horizontal.

At any inclined position of the solid surface, the contact angle of the drop changes from
point to point along its periphery. From Fig. 4.13 it can be seen that the drop thins down at the
top and assumes a blunt shape towards the bottom due to the effect of gravity. As a result, one
gets a substantial difference in the contact angles between the lowest and highest point of the
droplet. Contact angle at the lower portion is called as advancing contact angle (0a) which
exceeds the nominal contact angle of the fluid-solid pair. On the other hand contact angle
associated with the upper comer or receding contact angle (Or) of the drop reduces as
compared with the nominal one. An increase of advancing contact angle and a simultaneous
decrease of receding contact angle continues as the inclination of the solid surface increases.
Finally at a certain inclination force generated due to asymmetry becomes strong enough to

overcome the frictional resistance of the solid surface and drop slides over the surface. The

nature of the guiding force (F¢) is as follows:

Fc=nRolv(cos Qa- cos 6r) (4.9)
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Fig. 4.13 Asymmetric drop shape at various angle of inclination

In Fig. 4.13 drop shape is shown for six different inclinations of the solid surface along

with the analytical solution of lliev (1997). While the drop is stationary for the first five
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angles of inclination, it is sliding at 60°. A very good match can be seen between the present
numerical simulations and analytical simulation (lliev, 1997).

Study the drop foot print at various inclinations is made in order to investigate the contact
line dynamics. As the inclination of the solid surface increases the drop starts losing its
azimuthal symmetry. In Fig. 4.14 contact line is depicted for different angle of inclinations. It
is evident from the figure that contact line remains more or less symmetric up to 30°
inclination. Beyond that, asymmetiy becomes prominent and over an inclination of 45° the
drop movement starts. Analytical results of lliev (1997), also present in Fig. 4.14, show the
good predictability of the model. Once, the angle of inclination exceeds 45°, the drop slides

down the inclined plane.

o 0-30 degree; lliev, 1997
a 40 degree; lliev, 1997
n 45 degree; lliev, 1997

— 0-30 degree; present mode!

0.04 -
0.035 i [ -——-1 -t 1 1
0.035 0.04 0.045 0.05 0.055 0.06 0.065

Fig. 4.14 Drop footprint at different angle of inclination

The unique CFD simulation adopted for the present study lends an opportunity to probe
the interesting hydrodynamics during sliding of the drop. It is clear from the simulation
results that the liquid drop undergoes a continuous change in its shape during its movement.
The local interface curvature changes to produce a worm like peristalsis of the drop. Spatio-

temporal ripples are generated at the interface and moves from one end of the drop to the
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other. This alternate swelling-deswelling surface ripples are responsible for the bulk
movement. The surface waves create an internal circulation. In Fig. 4.15 snapshots of the

drop sliding down a 60 inclination are shown. The continuous change of the droplet shape is

obvious from this figure.
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Fig. 4.15 Motion of the marked particles inside a drop sliding downward
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Additionally, abunch of marked fluid particles are traced during sliding. As shown in the
figure, initially the marked particles are located just below the liquid-gas interface. During
sliding they move down under the effect of gravity along the interface and reach the
advancing front. In the next course of their motion they move up along the inclined solid
surface. It may be noted that as the internal circulation of the drop does not contain a strong
vortex the marked particle bunch retain its shape more or less intact during the downward
motion. However, while climbing up the inclined plane, the bunch is stretched along the
surface. This implies while the fluid lump rolls down the gas-liquid interface it undergoes a
deformation near the solid-liquid contact surface due to presence of a strong shear field. After
reaching the receding end the particles forms a lump once again due to sudden velocity drop.
A book keeping of the particle numbers has also been done meticulously during each step of
the movement. It has been noticed that near the advancing end one particle disappears from
the two dimensional plane presented in the figure. The decrease in the number of marked
particles, while passing near the advancing front, signifies the bulging of the leading tip ofthe
drop. The missing particles shift to the other plane adjacent to the reported one and leads
towards the asymmetry of the drop.

The above observation can also be supported by instantaneous velocity fields inside the
droplets. In Fig. 4.16 velocity vectors are depicted for 50° and 60° inclinations for the same
volume of the liquid drop. An internal circulation is clear from the velocity vector plot for
both the inclination angles. Circulation becomes stronger as the inclination increases from 50°
to 60 . The internal liquid motion obtained by the numerical simulation supports some of the
earlier conjectures (Frenkel, 1948; Gao and McCarthy, 2006) regarding the mechanism of
drop movement down a tilted plane. Out of two mechanisms namely sliding and rolling
postulated by Gao and McCarthy (2006), the Figs. 4.15 and 4.16 present a picture very close
to the description of rolling. For the range of parameters considered in the present study we
did not come across a sliding motion where only the liquid adjacent to the solid surface is
affected. This leaves of scope of further investigation for a wide variety of fluid properties.

Variation of contact angles for both advancing and receding comer of the drop (Gaand Or)
due to change in inclination angle is plotted in Fig. 4.17. At 0° inclination the drop is
symmetric which makes both the contact angle same (83°). With the increase of the
inclination angle a steep change in advancing contact angle is noticed. Receding contact angle

is also decreased with the increase in inclination angle but its change is not so sharp. At 60°
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inclination there is 90° variation in contact angle between the advancing and receding front.
Difference between the contact angles generates a force as described in equation 4.13 which
helps the rolling motion of the fluid particles inside the drop. The drop moves down the

surface when the force generated due to difference in contact angle exceeds the pinning force

of the solid liquid contact.

Fig. 4.16 Velocity field inside the drop at different angle of inclination
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Fig. 4.17 Evolution of advancing and receding contact angle with a variation of inclination

Simulations have been done by increasing the inclination angle continuously to reach the
limiting inclination angle beyond which a drop of a specified volume starts moving. A curve
signifying this limit in inclination angle vs. volume plane is termed as sliding curve. The
sliding curve for a water drop over a Polytetrafluoroethylene (PTFE) surface (Contact angle
109°) is reported in Fig. 4.18. The limiting inclination angle decreases with drop volume as
can also be conceived intuitively. Experimental results of Ryley and Ismail (1978) plotted on
the same figure shows a good agreement with the present simulation. Similar studies have
been made for other fluids. It can be seen that the sliding curve of Kerosene (Contact angle
20°) (less viscous than water) over PTFE surface shifts up while the curve for Glycerin
(Contact angle 105°) (more viscous than water) shifts down in comparison with that of water.
As the contact between mercuiy and PTFE surface (Contact angle 150°) is almost non
wetting, the sliding curve for this solid liquid pair indicates that a mercury drop will
instantaneously roll down a PTFE surface at a nominal angle of inclination.

Another validation of the hybrid DI-SPH model for the prediction of sliding curve is

presented in Fig. 4.19. Simulations using water drop over an Alkyl Ketene Dimmer (AKD)
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surface (0 165°) is matched satisfactorily along with experimental results of Pierce et al.
(2008).
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Fig. 4.18 Sliding curve for different fluids over PTFE surface
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Fig. 4.19 Sliding curve of water over AKD surface
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4.4.2 Droplet transportation over horizontal gradient surface

The translation of droplet over a solid surface having a gradient of contact angle is
showing great potential for the developments of various lab-on-chip systems in micro fluidics
(Gau et al. 1999; Gallard et al. 1999) and bio fluidics (Suda 2001). It basically employs the
imbalance of surface tension in the circumferential plane of a droplet resting over a treated
surface having wettability gradient. The driving force behind this autonomous transport is a
direct function of the wettability of the heterogeneous surface. Wettability gradient can be
produced using chemical, thermal, electrochemical and photochemical methods.
Experimentally, it is first demonstrated by Greenspan (1978) and subsequently investigated
by several researchers (Brochard, 1989; Chaudhury and Whitesides; 1992; Suda ai >' Yamada;
2003). Daniel et al. (2001) showed that the drop velocity on a gradient surface can be very
high even in comparison to the classical marangoni flows. They also reported improved heat
transfer coefficient in gradient surface due to the high mobility of liquid drops over it.
Moumen et al. (2006) experimentally showed that the drop velocity is not only a function of
wettability gradient, it also depends on the drop volume as gravitational force is of the same
order with the inertial force. Recently, Liao et al. (2007) showed that the movement of a drop
over a gradient surface can be partitioned into two separate segments. At first, drop will
accelerate and then decelerate before reaching the saturation point of the contact angle due to
sheet formation. Apart from experimental investigations very few theoretical efforts have
been made to understand the phenomena from the basic principle. In 1995 lliev used a hybrid
boundary-finite element method for probing into details of drop movement over gradient
surface. Subramanian et al. (2005) approximated the drop shape over a gradient surface by
lubrication theory and collection of wedges to evaluate the quasi steady speed against the
hydrodynamics resistances. Numerical techniques have also been tried for the study of
internal structures during the movement of the drop over a surface having wettability
gradient. Huang et al. (2008) used lattice Boltzmann Method for wettability controlled
movement of a liquid drop in lab-on-a-chip systems. They showed that the mobility of the
three phase contact line is important for droplet motion. Liao et al. (2009) numerically
simulated the equilibrium shape of a liquid drop on a surface having surface energy gradient
using a finite element method. They have reported that unbalanced surface tension force

generated by gradient surface causes the drops to be elongated up to a certain limit of contact
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angle. This limit is governed by the transition of the drop centre of mass from hydrophilic to
hydrophobic zone. But till date a Very few investigation has been made for contact line
dynamics using SPH. In this section DI-SPH formulation is used for the simulation of
axisymmetric drop shape over a gradient surface. For simulation of drops 1000 to 21000
liquid particles are taken depending on the drop volume with uniform particle spacing (100
particles along the drop foot radius). Study of internal flow pattern of the drop has also been
reported.

At the outset, the simulation results by the present technique have been calibrated against
some published results of drop dynamics over linear wettability gradient. Liao et al. (2009)
used finite element method to predict the shape and foot print of water drops (2fiL in volume)
during their spreading on a 5°/mm gradient surface. Similar situations have been modeled
using the developed DI-SPH methodology. Properties of water used for the simulation is
mentioned in Table 4.1. Results obtained from the numerical simulation are presented in Fig.
420 and 4.21. The drop spreads over the surface rapidly to attain the contact angle
corresponding to the triple line. However, the drop spread is highly asymmetric and its
receding edge remains almost pinned to the solid surface. It is evident from Figs. 4.20 and
4.20 that the present simulation agrees veiy well with the prediction of Liao et al. (2009) over
a wide range of contact angle variation at the centre (from 36° to 95°). Fig. 4.21 also shows

that the drop foot print elongates keeping the left most point of the drop pinned to the surface.

Table 4.1 Properties of fluids used

Liquid-vapor Surface

Density Viscosity Contact angle

Type of fluid tension
(kg/m3 (mPa-s) (MN/m) 0
Water 1000 0.89 72.8 82.6
Tetra ethylene glycol 1125 16.1 48 40

Fig. 4.20 Comparison of drop profile with Liao et al. (2009) at high wettability
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Fig. 4.21 Comparison ofdrop foot print with Liao ct al. (2009) at high wettability

The above example shows that a drop placed on a gradient surface spreads till it assumes
the equilibrium shape. In other words, there is a temporal evolution of the drop placed on a
gradient surface. However, Liao et al. (2009) did not report this temporal evolution. In Fig.
4.22 the shape of a water drop over a gradient surface has been shown at four dillercnt time
instants. A 2(xL of water lump over a solid surface having 5°/mm wettability gradient has
been considered as before. The spread of the droplet is evident from the “computational
shapshots”. To investigate the internal fluid movement during spreading, position of a group
of particles is tracked with respect to time. In Fig. 4.22 two bunches of particles, one near the
right most comer and other at the leftmost corner has been identified and are colored red and
blue respectively. With the spread of the droplet the bunch of the red particles experience a
small movement towards the right and finally occupies the rightmost corner. On the other
hand the blue particles remain almost stationary. This implies that during spreading there is a
small movement at the rightmost comer but the left comer is practically static and pinned to

the surface. Due to the unidirectional wettability gradient drop spreads primarily in one

direction.
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Fig. 4.22 Drop spreading at a high wettability gradient

It is needless to mention that the behavior of a droplet over a gradient surface is strongly
influenced by the magnitude of the wettability gradient itself. This aspect has been thoroughly
investigated in the present work. Simulations have also been made for the liquid drops over a
surface having different wettability gradients. For a moderate value of wettability gradient the
drop shapes and the foot prints as obtained from the simulation are depicted in Fig. 4.23 and
4.24 for a tetra ethylene drop over a steel surface having T7mm wettability. Properties used
for the simulation of tetra ethylene drop are mentioned in Table 4.1. Drop volume is kept
constant as in the previous case. Interestingly, the behavior of the droplet is distinctly
different. There is no discemable change in the drop shape but the drop translates over the
surface as depicted in Fig. 4.23. Drop velocity can be calculated using any of these figures.
Rate of change of displacement of the centre of mass of the drop with respect to time is
defined as the droplet velocity. In the present example the drop velocity can be estimated as
0.0017 mm/s.

It would be interesting to study the internal fluid motion during the bulk movement of the

drop. Inside the translating drop a bunch of particles (marked red) are identified as shown in
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Fig. 4.25. From the locus of the particle positions during the drop movement, an internal
circulation of the fluid mass is evident. At low and moderate wettability gradient, forces due
to surface tension become comparable with the gravitational forces. This generates a

circulation cell inside the fluid drop and drop starts to translate over the surface.

Fig. 4.23 Drop profile at various time steps over a surface having low wettability gradient

4.5

Fig. 4.24 Drop foot print at various time steps over a low wettability gradient surface
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Fig. 4.25 Translation of a liquid drop at a low wettability gradient
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Fig. 4.26 Motion of a particle in moving and fixed reference frame during drop translation

In Fig. 4.26 locus of a particle is plotted as a function of time both in moving and fixed

reference frames. A reference frame moving at a velocity of the drop is considered in Fg-
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4.26a. Drop velocity is calculated as the average of the velocities of the advancing and
receding front. Consideration of moving reference frame eliminates the effect of the drop
translation and gives a clear indication of local circulatory motion under the combined action
of surface tension force and gravity force. It may be noted that during the translation of the
drop, the marker particle follows almost identical circulatory path. This shows a clear
circulatory pattern inside the drop. In Fig. 4.26.b. reference frame is kept stationary to
visualize the particle movement in an absolute sense. In this figure initial and final position of
the drop is also depicted to compare the particle position along with the translation of the
system. The figure makes it clear that with respect to a moving frame of reference the panicle
movement is a combination of circulation and translation.

In Fig. 4.27 velocity vectors have been plotted for water drop over a low (I°/mm) and a
high (57mm) gradient surface. The effect of wettability gradient on the drop hydrodynamics
can be understood well from the vector plots. For a low wettability gradient the internal
circulation is clearly viscible with an upward movement of the fluid mass at the receding end
and a downward movement at the advancing end. This typical pattern of fluid motion causes
the receding end to retreat from the surface and creates an infinitesimally small new contact
zone at the advancing end. A sequence of these events ultimately results in the translation of
the drop. On the other hand, velocity vectors in a drop over a high wettability gradient surface
show a different picture. Firstly, there is no strong circulatory pattern of the velocity vcctors.
At the advancing end a relatively high local velocity in the downward direction is observed
whereas the local velocity is practically zero at the receding end. It essentially depicts the
typical spreading pattern of the droplet. While it is pinned at the receding end it spreads b\ a
change of drop height and contact angle.

It may be noted that though the movement of a droplet over a gradient surface has been
observed in a number of investigations (Chaudhury and Whitesides, 1992, Suda and ‘i aniada.
2003; Moumen et al., 2006) its spreading has been reported only by a few (Liao et al.. -007).
Nevertheless, in none of the earlier works it has been pointed out that depending on the
wettability gradient a drop may experience spreading or translation. To strengthen our
observation we also calculated the drop energy. It is expected that a droplet will tty to take a
new configuration on a gradient surface either through spreading or translation so that ,.s total

energy is minimized. The drop energy is mainly constituted by the surface energy and

gravitational potential energy (Liao et al., 2009).
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Fig. 4.27 Velocity field inside the drop at different levels of wettability

In Fig. 4.28 both these energies and their summation - the drop total energy is plotted for
translation as well as spreading of water drop having 2NL volume. In both the cases total
energy reduces with the movement of the drop centre of mass. However, a closer look into the
diagram brings out some interesting features. In case of translation the drop height remains
almost unchanged after a brief initial period. Change of potential energy clearly depicts that.
The contact angle keeps on changing indicating a continuous change in surface energy as the
drop moves over the gradient surface. As a result total drop energy also reduces. In a nutshell,
on a low gradient surface the drop achieves energy minimization by movement. On a high
gradient surface the drop spreads indicating a relatively larger change in its height. This is

reflected in a continuous decrease in potential energy. The surface energy on the other hand
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does not change appreciably. As surface energy is much higher compared to the potential

energy the decrease of total energy is not very pronounced.

X ©

= 2o

Ao

Shift from the initial position (mm)
(a) at low wettability(I°/mm)

10

~
e O X

Shift from the initial position (mm)

(b) at high wettability (5°/mm)

Fig. 4.28 Change of drop energy during its evolution on a gradient surface

Difference in the contact angles at the advancing and receding end is also tracked at
different time instants. At low wettability gradient where the drop moves over the surface,

advancing and receding contact angle is plotted along with the drop position in Fig. 4.29.
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Simulation has been made for a 1.5 kL ethylene glycol drop over a surface having 5.37mm
wettability gradient. Shift of the centre of the drop footprint is plotted in the abscissa of the
figure. In this figure we can see that both advancing (from 75° to 15°) and receding (from 67°
to 10°) contact angle is changing. In the same figure experimental results of Daniel and

Choudhury (2002) is plotted to show the good predictability of the present model.

Shift from initial position (mm)

Fig. 4.29 Change of advancing and receding contact angle of a drop during its movement

It is obvious that the translational velocity of the drop depends on its volume. Simulations
have been made by varying the drop size and the corresponding drop velocities have been
determined. In Fig. 4.30 drop velocity is plotted as a function of drop foot radius. It is
observed that the drop velocity increases with the increase in drop size. This is obvious as the
magnitude of surface force increases with the drop size. Experimental results of Daniel and
Choudhury (2002) is depicted in the same figure. A good match of the reported experimental

observation with the numerical simulation shows the capability of the model in predicting the

dynamics of asymmetric drops.
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Fig. 4.30 Velocity of drop as a function of its size

The earlier results show that the contact angle gradient of a solid surface influences the
dynamic behavior of a liquid droplet in a very unique way. To get a full appraisal of the fact
the variation of the droplet velocity has been estimated as a function of the gradient of contact
angle. The results for water and ethelyne glycol droplets of 1.5 nL are shown in Fig. 4.31.
Velocities of three different points of the drop namely the receding edge, the advancing edge
and the centre of mass have been monitored. To initiate the motion of a liquid droplet over a
horizontal surface a finite value of the contact angle gradient is required. Obviously, this
value depends on the fluid properties. Once the drop starts moving, the drop velocity
increases continuously with the increase of the gradient. At this stage, along with the internal
motion, the drop experiences a bulk movement. The identical velocities of the three points of
the drops indicate this unambiguously. This trend continues up to a certain value of
wettability gradient which again depends on the fluid. In the next phase the drop velocity
decreases rapidly. Finally, the bulk movement of the drop ceases but it experiences a
spreading on the surface. In the spreading stage the advancing end, the centre of mass and the

receding end will have different velocities. The receding end has almost a zero velocity
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indicating the drop is pinned to the surface at that point. A further increase in wettability
gradient shows that the velocities of different points of the spreading drop are different. But

the velocity of a particular point remains more or less constant. This shows that the drop is

stretched towards the direction of wettability gradient.

wettability gniilitnt (dccirun)

Fig. 4.31 Variation of drop velocity with wettability gradient

Above investigation clearly depicts that the behavior of a droplet over a gradient surface
mainly depends on the value of the contact angle gradient, the liquid property and the drop
volume. Variations of these parameters may result in no movement of the drop, its translation
as well as its spreading. The drop dynamics with its entirety over a gradient surface can be
represented on a two dimensional plane in the form of a regime map. Fig. 4.32a. and 4.32b
show such regime maps for ethylene glycol and water respectively. A finite value of
wettability gradient is needed to move a drop over the solid surface. It is expected that the
inception of the drop movement occurs early as the volume reduces. This is supported by Fig.

4.32. The figure also shows the transition boundaries between drop translation and drop

spreading.
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Fig. 4.32 Different regimes of drop dynamics for (a) ethylene glycol and (b) water
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4.4.3 Uphill movement of a liquid drop over an inclined gradient surface

Drop over a solid surface can be transported by imposing gravitational force, thermal
gradient (Ford and Nadim, 1994; Chen et al,, 2005) or chemical wettability gradient
(Greenspan, 1978; Hitoshi and Satoshi, 2003). Actuation of micro drops due to a chemical
wettability gradient is few order faster compared to that motion produced by Marangoni flow
and gravitational field. As a results, surface with gradient surface energy emerged as a
potential candidate in MEMS applications nowadays (Daniel and Chowdhury, 2002; Moumen
et al., 2006). Wettability gradient surface basically employs the imbalance of surface tension
in its circumferential plane over a treated surface. The driving force behind this autonomous
transport is a direct function of the wettability of the heterogeneous gradient surface. With the
increase of wettability gradient of the surface it is possible to make the drop even climb
upward against the gravity. It has been experimentally proven by Chowdhury ;u- Whitesides
(1992) when they translated water drop over a treated silicon wafer (7.27mm). They have
polished the silicon wafer by decyltrychlorosilane to obtain a velocity in the order of few mm
per second for drop of volume 1-2 (.iL. Not much attention has been given in this direction
later either experimentally or numerically. Numerical or analytical techniques have been used
successfully for translation of liquid drops over horizontal gradient surface by various
researchers. But till date numerical techniques are not employed to investigate the internal
fluid structures of a liquid drop during uphill movement over an inclined gradient surface.
Using the developed hybrid DI-SPH methodology effort has been made to numerically
simulate drop shape over an inclined gradient surface during up climbing. Particle spacing
and time step is kept identical as has been mentioned in the earlier case. Study of internal
flow pattern of the drop and drop mobility map have also been reported.

For this investigation the direction of increasing wettability gradient is kept in the
opposite direction of gravity over the inclined surface. As a result surface force generated due
to wettability gradient will oppose the force due to gravity over an inclined surface. But if the
surface force is strong enough to overcome the resistance due to body force drop can move
up. To circumvent this situation simulations have been made for a water drop of 2 volume
over a surface having 15° inclination with horizontal plane. To counter the downward gravity
force a wettability gradient of I°/mm is considered along the surface. Position of the particles

ofwater drop at different time step is presented in Fig. 4.33.
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Fig. 4.33 Uphill movement of a liquid drop due to wettability gradient

It can be observed from the figure that the drop has been moved up due to the application
of strong wettability gradient. Change of surface topology and contact angles are also visible
from the drop shape at different time level. Incorporation of DI in the lagrangian SPH can be
noticed from the loosely packed particles near the air water interface. A peristaltic motion in
the drop shape can also be visible from the particle positions at different time step. Numerical
simulation carried out using hybrid DI-SPH methodology has also been validated with
pioneering experimental observation of Chowdhury and Whitesides (1992). Fig. 4.34 shows
the drop shape and position at three different time level after positioning the drop over an
inclined surface having wettability gradient along with the experimental drop shape as
reported by Chowdhury and Whitesides (1992). To create the exact wettability situation we
have simulated for 15° inclined surface with 7.2°/mm wettability gradient. Good match with

the experimental observation and numerical simulation can be observed from Fig. 4.34.
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0.4 sec; Chaudhury and Whitesides; 1992 ........ 0.8 sec; Chaudhury and Whitesides; 1992
1.2 sec; Chaudhmy and Whitesides; 1992 * 0.4 sec; Present simulation
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Fig. 4.34 Drop shape on an upwardly inclined gradient surface, comparison with the

experiment of Chaudhury and Whitesides (1)92)

Further, effort has been made to investigate the internal fluid structure during the motion
of a liquid drop over the inclined gradient surface. We have simulated the drop for three
different (77mm, 47mm and 17mm) wettability gradient strength of the solid surface which
makes an angle 10° with the horizontal. Velocity vectors of the particles near the higher
wettability comer tty to wet the solid surface in front of it in order to maintain the local
contact angle. Similarly particles near the lower wettability end try to move up to match with
the lower contact angle. This generates a circulation current inside the drop due to wettability
gradient which helps to gather the water particles from receding end to advancing end and
hence move forward in the direction of gradient. At high (77mm) strength of gradient internal
circulation is strong enough to overcome the gravitational opposing internal circulation
generated due to inclination. On the other hand at low (17mm) wettability gradient, internal
circulation due to gravity (Das and Das, 2009) dominates over the opposing circulation due to
wettability gradient and forces the drop to move in the downward direction. At intermediate
strength of wettability both the counter active circulations are dominant making the drop to
stick with the solid surface. For a better visualization of that circulation pattern velocity

vectors of the water particles are depicted in Fig. 4.35 for all three gradient strength

separately.
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(c) Downward movement [°/mm

Fig. 4.35 Velocity field inside a drop on a upwardly inclined gradient surface

A clockwise circulation cell is clearly visible inside the drop from Fig. 4.35a as it is
climbing up due to application of excessive wettability gradient (77mm) over the inclined
surface while Fig. 4.35c shows counter clock wise circulation representing downward
movement. Fig. 4.35b shows no resultant circulation as both forces due to wettability gradient
and gravity are of similar order for stagnant drop.

Velocity in vertical direction has also been calculated for drop climbing over an inclined
surface. In order to calculate the velocity, reference is taken at the equidistant point of drop
from advancing and receding end over the surface. In Fig. 4.36 we have plotted the velocity
of liquid drop as a function of wettability gradient. It has been observed that the velocity
increases gradually as the gradient is increasing. This trend has been observed for all the drop
sizes as reported in Fig. 4.36. Velocity of the different drop size (50 L, 5 and 5 nL) over
15° inclined surface is considered in Fig. 4.36. It has been observed small drop (5 nL)
requires more wettability gradient (117mm) compared to the larger drops (50 (tL and 5 jiL)

over the surface to move in upward direction. Though the inertia of the small drop is not high
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the wettability gradient requires to overcome it is very high due to its small foot prim over the
surface At the same time drop velocity increases with drop size if the wettab.hty gradient is
fixed. This can be explained by strong circulation cell generated due to wettability gradien,
inside the large drop.
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Fig. 4.36 Drop velocity in the upward direction at various wettability gradiiéntS

In Fig. 4.37 drop mobility curve has been reported for water drop ol 5()(iL volume over
gradient inclined surface. It has been observed that drop shows three different directional
movements over inclined gradient surfaces. At a very small inclination drop initially remains
static but it moves uphill as the wettability gradient increases. As the inclination increases
drop climbs down the surface due to the action of gravitational force. With the increase of
wettability gradient its downward movement seizes and a particular gradient strength drop
again remains static over the surface. Further increase in gradient strength causes an upward
movement. To describe different regimes in the mobility map we have plotted one vertical
line in the plot which eventually signifies variation of wettability gradient for a surface having
constant inclination. In the region where drop moves downward (region AB), an
anticlockwise circulation cell is generated inside the drop. After providing some wettability

gradient as we move up from point A to point B circulation strength decreases. At some
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wettability gradient over point B drop become static though anticlockwise circulation still
remains. In this region (region BO) anticlockwise circulation cell is not strong enough to
overcome the drop inertia to move. At point O circulation cell changes its orientation and
starts rotating in clockwise direction which helps in opposing the gravitational pull. But in
region OC still gravity dominates and keeps the drop pinned over the surface. But bevond
point C drop circulation strength in clockwise direction overcome the inertial resistance. As a
result drop can be observed to move up. By varying the angle of inclination three regimes can
be clearly identified for mobility of liquid drop. Most importantly one narrow region has been
identified in the curve where drop will remain static over the surface. It separates two mobile
regime of drop movement namely upward and downward. It has also been observed that the
span of static zone is maximized at moderate angle of inclination but it narrows down at low
and highly inclined gradient surface. Over slightly inclined gradient surface upward
movement can be achieved at a low level wettability gradient which enhances the change of
circulation direction and causes the static regime to be minimized. On the other hand at highly
inclined surface downward movement is the prime motion and to generate upward motion a
high amount of wettability gradient is necessary. It eventually narrows down the static zone at
high angle of inclination. But at intermediate angle of inclination (8°-12° for 50 nL drop) both
the regimes are dominant. So shift from one regime to other regime can not be abrupt that

makes the static region widened.

Inclination angle (°)

Fig. 4.37 Drop mobility map for water drop of 50 pL volume
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Drop mobility curve has also been reported in Fig. 4.38 and 4.39 for drop of volume 5 nL
and 100 nL. In those figures also three different regimes of upward movement, static drop and
downward movement has been observed. But it is also to be mentioned that static zone has
also been minimized as the drop size decreases which can be described from the minimization
of inertial force due to decrease in volume. This seems realistic as the drop becomes more

unstable in its mobility as the size minimizes. But the trend of static zone is same for all the

drop sizes.

Inclination angle (°)

Fig. 4.38 Drop mobility map for water drop of 5 NLvolume

A rigorous study has also been made to investigate the behavior of static drops over the
inclined gradient surface. It has been observed from the mobility map that drop remains static
over a large variation of wettability gradient strength at a moderate inclination of the solid
surface. Numerical drop profile shows that though the drop remains static, the drop spreads as
the gradient strength increases for a fixed inclination angle of the solid surface. We have
shown one representative situation in Fig. 4.40 where a drop of 50 Jil. is placed over a 10°

inclined gradient surface. It can be observed from the figure that drop foot radius is more for
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Fig. 4.39 Drop mobility map for water drop of 100 nl. volume
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4.4.4 Droplet fragmentation using patterned wettability gradient

With the fast development of miniaturized systems in mechanical, electronic, chemical
and biomedical devices, dynamics of the mili and micron sized drops are becoming more
prevalent in both commercial applications and scientific enquiries. Dynamics of a mini drop

tends to be different from the fluid behavior we are familiar with in our daily life as the

surface tension force dominates over the inertial (We = «1) and viscous forces
tOh=— H— «i- L is the characteristic length and v is the characteristic velocity) in these
yfpvL

cases. Moreover the surface to volume ratio in case of small drops is high enough to make the
characteristics length and time indeed small. Apart from the study of its dynamics, the
generation of smaller drops from normal sized drop is utmost difficult due to the domination
of surface forces. Various means are tried to fragment a drop into a number of daughter
droplets by researchers for the last three decades. Application of shear flow over a drop is the
common technigue used for fragmentation. Starting from the pioneering work of (i. I. Taylor
(1932) several researchers (Bentley and Leal, 1986; Renardy and Cristini, 2001: Guido et al.,
2003) experimentally or theoretically investigated the break up procedure using shear flow.
But very small droplets cannot be generated using shear flow as magnitude of shear force
which is the primary cause for drop breakup becomes smaller continuously with the drop
characteristics length. Other methodologies for drop break up are also growing parallely to
meet the trend of miniaturization. Walker (1980) analyzed break-up of a liquid-metal drop
moving at high velocity across a non-uniform magnetic field. But as the application of
magnetic field can only be done over metallic drops this method of drop fragmentation is
unable to attract the interest of future researchers. As an alternative to the magnetic field,
Pollack et al. (2002) applied differential electric fields for drop splitting. Later on, Cho et al.
(2003), Yeo et al. (2007) and several researchers have experimentally and theoretically
studied drop breakup using electrowetting phenomena. All these techniques required some
active force from outside during breakup which forces the drop to shear against the adhesive
surface tension forces. In the present investigation we propose the use of specially designed
gradient surface (Greenspan, 1978; Brochard, 1989; Chaudhury and Whitesides; 1992; Suda

and Yamada; 2003) for the break up of droplets.
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Spatial wettability gradient may be provided along Y shaped path as shown in Fig. 4.41.
Drop is initially placed at the root arm of the ‘Y’ path from \&here it starts to move towards
the junction by minimizing the surface energy due to wettability gradient. In the arms of the
*Y’ path favorable wettability gradient is given which pulls the drop into two segments.
Patterned path is characterized in terms of the angles of the arm (a, and u;) with the s>mmetr\.
line and the wettability gradient in the arms (x,7mm and x:7mm). Four different patterns
have been made for drop break up from the junction. In the first arrangement (Fig. 4.41a)
arms of the 'Y’ path is making equal angles (cti = a:) with the symmetry line and having equal
wettability gradient (X, = x2. In the second pattern (Fig. 4.41b) angles made by the arms with
the symmetry line are not equal (a, f a2 but same wettability gradient (x, x:) is provided.
Next, ‘Y’ path is kept geometrically symmetrical along the root arm (a, = u;) with different
wettability gradient (x, X2 in its arms as shown in Fig. 4.41c. In Fig. 4.41d three armed 'Y"'
pattern is shown where one arm is aligned along with the symmetry line and the other two
arms are symmetrically (a, = a2 made bilateral to the first arm. Wettability gradients at all

the three arms are kept same in the patterned surface (X, = x2= x3).

Fig. 4.41 Arrangements of directional wettability gradient for drop splitting

A particle redistribution scheme near the contact line is used to maintain the local contact

angle (0) which can be determined as:

/
(4.10)
= COS COos
\% \%
here, S, is the consct angle a, initial location and — is the wettability gradient along the

pattern length.
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jo do
In the arms of the ‘Y’ path —  will be replaced by COSQr” assuming a be the angle of

the arm with the symmetry line.

DI-SPH methodology is used to study the motion of a drop over patterned surfaces as
described in Fig. 4.41. Clusters of liquid particles over the patterned surface can be explicitly
tracked which eventually shows the shape of the liquid drop at each time instant. Due to the
inherent property of the adopted methodology no special treatment is required for gas-liquid
interface reconstruction. Along with different shaped pattern of gradient surfaces, the strength
of the wettability gradient is also varied as the drop forwards along the path by virtue of
surface force minimization. In the root arm, drop moves forward towards the junction as a
result of a continuous change of contact angles at leading and trailing edges. At the junction
one half of the drop experiences a hysterisis force along one arm of the ‘Y’ path and the rest
half on the other way. These forces which are not collinear, makes the drop to feel a yield
force near the junction. Influenced by the hysterisis forces aligned with the anus of the ‘Y’
path, the advancing front of the drop bifurcates into two lobes and starts moving along the
two branches. Continuous diversion of liquid from the base arm into the side arms of the ‘Y’
path eventually makes the drop to split into two paths. Hysterisis force generated by the
wettability gradient in the side arms, acts upon a fraction of the drop volume which depends
over the inclination of the side arms with the symmetry line and the strength of the hysteresis
force.

To judge the break up of drop at the junction of a ‘Y’ shaped pattern of wettability
gradient developed methodology has initially been applied for uniform wettability gradient
(x°/mm at all the arms) along the length of the arms. Initially the patterned path is kept
symmetrical along the root arm. It has been observed that in the above mentioned situation
drop approaches towards the junction of the ‘Y’ arm in the root arm and finally breaks into
two equal sized daughters in the side arms. In Fig. 4.42 one representative simulation has
been shown where 60° angle is provided between the branch arms with root arm (ai = 02 —
60 ). For the simulation result shown in figure 2 5°/mm wettability gradient is provided along
each arm of the Y channel. Other parts of the solid surface are simulated as non wettable
surface. Particle positions of the liquid drop at different time steps (At = 0.05s) of the

mulation are shown in Fig. 4.42. In Fig. 4.42a drop is placed in the root arm and it advances

towards the junction. Fig. 4.42b shows with initiation of the break up and the advancement of
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CRHEC*« 4
the lobes towards the arms. In the subsequent figure (hg 4 4.V 4 42c,
drops from the mother drop is shown at various time level* I, u o.Jcr.t fro,,,, « 4 VJ”"
b> providing symmetric directional wettability gr3Jlc,,,. « alcf drop can he >r1, «,0
equal segments. After the complete break up the two fragment* of the purer.! ur.'rfv,. 4

change in shape so that the resulting surface minimizes the total cticr™\ lor the K» cn v,
Drop velocity in the side arms increases compared to the drop vckx.it>> the n*>< arm due to

the decrease of base area of the daughters compared to their parent.

(a) At" 0.05s (b)At-0Oh
(c) At = 0.15s (d) At 0.2*

o -
(e) At = 0.25s (0 At: 0.3*

Fig. 4.42 Symmetric binary breakage of droplet (scheme a. Figure 4.11)

Breakage time of the drop into its daughters which can be defined a* the time Marling
from the initial crater at the drop profile to the final pinching off the daughters depend* upon
tlie drop volume, wettability gradient and inclination of the side arm* with the root arm. It i*
clear from the intuition that breakage time increases as the drop increase* in volume. llcrc we
have made an account of the breakage time for different wettability gradient at the root arm*
and inclination of the ‘Y’ arms with the symmetry line keeping the drop volume same (.00

nL). Fig. 4.43 shows that drop breakage time increases as the angle between the side arm of
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the ¢T path and root arm increases for a particular wettability gradient in the arms. Breakage
time is considered to the time difference between the appearance of the first crater in the drop
and breakage of liquid film between the daughters. It has been observed that complete drop
break up is not possible if the angle between the side arms and the root arm becomes very
high. For wettability gradient of 8°/mm it has been observed that drop break up is not possible
if the angle between the root arm and the side arm exceeds 87 . Upper lim it of angle between

the arms for successful drop break up decreases with the decrease of the wettability gradient.

0.5

0.4

oz FmEw

wno

0 20 40 60 SO 100

.Angle made with the symmetry line ( )

Fig. 4.43 Drop breakup time for different angle of the branches and wettability gradient

Wettability gradients of the arms are varied to see the effect of intensity of hysteris force
over the volume of the daughter drops in a symmetric patterned ‘Y’ path (ui = «:) (Fig.
4.41b). Simulations have been made for a drop placed over the root arm of a patterned ‘Y’
path which has different wettability gradient (X] » X2) at its two symmetric side arms (ai = (9.
It has been observed that though the drop starts to break up upon reaching the junction, the
lobes generated are not symmetrical. The arm having more wettability gradient compared to
the other contain the bigger lobe of the breaking drop (Fig. 4.44d). This process continues and
after the complete detachment of one lobe from the other it has been observed that daughters
are different in volume (Fig. 4.44f). The daughter drop moving over the side arm having high

wettability gradient compared to the other is large in volume than the drop placed in the other
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Fig. 4.44 Asymmetric binary breakage of droplet (scheme b, Figure 4.41)

In the figure liquid particle positions after certain time interval (At = 0.05s) is shown in
several section which clearly depicts asymmetric splitting of droplet. Smaller drop is
generated in the arm having lesser wettability gradient (right arm) compared to the other (left
arm). Mobility of fluid particle is faster in the right arm compared to the left arm that causcs
two different sized drops. Studies have also been made to see the effect of different ratio of

wettability gradient applied in the arms over the ratio of volume of the daughter drops. To
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make the comparison a drop h,»ing volume 200 nL is placed over a patterned -V path whidl
makes an angle 60" between the root arm and the side arms. Wettability gradient of the left

am, is kept constantand the wettability gradient of the right am, is varied.

ji 4 - Drop volume = 200 nL
Ajiale ofthe anus with symmetry line = 60°
g
a
@
Wettability gradient of the ]
1- ————2.57mm
....... 5'/mm
od ———87mm
; 2 — - 1 i
0 2 4 6 8 10 12

Wettability gradients of left arm / wettability gradients of uaht ;um

Fig. 4.45 Ratio of daughter drops for different wettability ratios of Hre arms

The simulation of drop break up has been made for three different wettability gradients at
the left arm (2.57mm, 57mm and 87mm). It has been observed and shown in Fig. 4.45 that
the daughter drops are similar in size when the wettability gradient is same a( both the arms.
But as the ratio of wettability gradient of left arm to right arm increases ratio of the volumes
of the daughter drops at left to right arm increases. This trend is observed for all the three
reported values of wettability gradient of the left arm. For a fixed wettability gradient ratio at
left to right arm, ratio of drop volume generated at left and right arm increases as the
reference wettability gradient provided in the left arm decreases. Though the ratio of
wettability gradient is same between the arms, hysterisis force becomes much prominent for
lower wettability gradient at the left reference arm.

Similarly, simulations are also made for drop break up when it is placed over a patterned
asymmetric ‘Y ’ shaped path (a! ? a2 having the same wettability gradients at the arms (x, =

X2) (Fig. 4.41c). For all the simulations of the above mentioned condition daughter drops
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generated due to break up are not of equal size. It has been observed .hat .he arm making a
small angle with the root arm receives the major share of the mother drop (200 nl.)

Numerical simulations of such situations are shown representatively in Fig. 4.46.

(a) At = 0.05s (b) At =0.1s
r o
/ -
i:

(c) At = 0.15s (d) At=0.2s
V'
\...
/
M »w* jhij ow
(e) At = 0.25s (0 At=10.3s

Fig. 4.46 Asymmetric binary breakage of droplet (scheme c, Figure 4.41)

In the figure temporal results of simulation of drop break up over patterned asymmctric
‘Y’ shaped channel is shown. Right arm of the ‘Y’ path makes 60° angle with the root arm
whereas 30° angle is made by the left arm with the symmetry. Along the arms 5°/mm
wettability gradient is provided to generate dissimilar drops. Fig. 4.46 shows the fluid particle
positions at different instants (At — 0.05s) during the fragmentation of the drop. It is evident

from the figures that branch arms having different inclination with the base arm can also

produce two droplets having different size (Fig. 4.46e-4.46f).
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Efforts"I7e also been made to assess the ratio of the volumes of the daughter drops for
different range of asymmetry in the construction of the ‘Y* shaped patterns. This has been
reported in Fig. 4.47. For this ranges of simulations drop size is kept constant (200nL) and
wettability gradient is not varied (5°/mm) through out. To present the simulations angle
between the left arm and the root arm (a,) is kept constant. Angle of the right arm with the
root arm (a2 is varied to attain different ratio between a, and a2 Results obtained from the
simulations for the above mentioned situations are judged in terms of the volume ratio of the
daughter drops. Volume of the daughter drops are equal in case of the left arm and right arm

makes an equal angle with the root arm as depicted from Fig. 4.47.

4i
a Drop volume = 200 nL
W Wettability gradient= 5° / nun

Angle of the left arm from symmetry line
£ — 30 *
° 45°
— 60°
&
<
2 1-
Q o
(0] 1 2 3 4 5

Angle of the left aim witli symmetry / angle of the right arm with symmetry

Fig. 4.47 Ratio of daughter drops for the asymmetry ratios of the arms

It has also been observed that as cti/a2 increases from 1.0 the ratio of the volumes of
daughter drops in the left to right arm decreases. On the other hand, the volumes of daughter
drops in the left to right arm increases as ai/a2 decreases from 1.0. A close look at the
numerical values of the curves of Fig. 4.47 reveals that this phenomenon of asymmetric drop
break up shows directional similarity. As a result the curve becomes steep when «]/ct2< 1in
comparison with di/a2 > 1 This situation is valid for all the three reported values of the

reference angle between the left arm and the symmetry line (a,).
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Fig. 4.48 Breakage ofdrop into three droplets (scheme d, Figure 4.41)

Finally, simulations have been forward marched to employ the concept of drop break up
due to wettability gradient for generation of multiple drops from the mother drop. Three side
armed pattern of ‘Y ’ path as shown in Fig. 4.41d is simulated numerically. Middle arm which
is aligned with the root arm makes an angle of 60° with the other side arms. Arrangements
were made to provide wettability gradient of 5°/mm along all the arms. Simulated drop
profiles after a particular instant (At = 0.05s) are shown in various sub figures of Fig. 4.48. At
the junction the middle portion of the drop continues to move along the middle side arm while
two side craters are made in the drop (Fig. 4.48b). It forces the drop to break into three parts

which proceeds to march forward along the side arms (Fig. 4.48c-4.48d). Finally, three
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different daughter drops are generated in the arms (Fig. 4.48e) and all three drops stabilizes
(Fig. 4.48e) after certain period due to surface tension. From Fig. 4.48 it is clear that multi
drop of similar size can be generated from a single drop using directional wettability gradient.
This concept can be extrapolated for multiple different sized drops by providing unequal
wettability gradient at different arms.

This concept can be extrapolated to develop multiple ‘Y’ shaped branched tree using
wettability gradient using which various sized daughter drops can be obtained. Such an
example is shown in Fig. 4.49. In this tree a drop is broken into three equal parts (1-»11, X
and 13). One of the daughter drops is then split into two equal sized drops (11—»! [l and 112).
Later on asymmetric splitting using asymmetric ‘Y’ path but symmetric wettability gradient
(12—121 and 122), symmetric ‘Y’ path but asymmetric wettability gradient (12 3— 1211 and
1212) and both (1211—>12111 and 12112). One three side arm ‘Y ’ path is also used in the tree

having different wettability gradient (122—>1221, 1222 and 1223).

Fig. 4.49 Proposed scheme for the variation of wettability gradient for achieving drop

fragmentation

ttability of all the arms and the angle made by the side arms with the root arm is given

rop placed over 1root arm will proceed towards the complex tree and produce

different percentage of the initial drop as output from the end arms (111, 112, 1212, 12111,
j 2, 1223 and 13) of the tree. The ratio daughter drop volume generated of the

o arm pattern of Y path having wettability gradient is taken from the Fig. 4.45 and 4.46.

n ymmetric splitting of three side arm ‘Y’ path with wettability gradient drop volume in



Detailed Modelling of interface-diffuse concept
Chap<er 4

*e Sid" * * S COnSid' red “ 1,3 initial drop volume. Tor asy...... etric ,,
drop ,,s,,,0 asymmetric wettability gradient i,, ,hree armed y pa,,

constdered to be the same as their ratio of wettability gradient p,,,vidcJ in ,he anm

volume in each am, is calciated using above ,, c,,,ioned " n n w
column of Table 4.2 as the percentage of the ini.ial drop placed on a,,,, 1., can be observed
that usmg the patterned multiple —Y shaped tree drop can be divided into difen. ratio
starting from 1.35% of the initial drop to 33.33% of the initial drop placed in arm 1. finally, i,
can be said that present numerical tool (coupled DI-SPH) can capture intricate drop

bifurcation into smaller daughter drops. However, we strongly feel that experimental

verification is needed to confirm the numerical results proposed above.

Table 4.2 Daughter drop size as a percentage of the initial drop volume in the proposed

patterned surface

Root arm Side arm Wettability Angle with root % of drop volume
gradient (7mm) arm (°) achieved
(approximate)
1 11 X 60° 33.33
12 X 0° 33.33
13 X 60° 33.33
11 111 X 60° 16.67
112 X 60° 16.67
12 121 X 30° 22.22
122 X 60° 11.11
121 1211 X 45° 14.81
1212 X/2 45° 741
1211 12111 X ©0 13.16
12112 X/2 60° 1.65
122 1221 4x/3 45° 2.47
1222 X 0° 3.70
1223 2x/3 45° 4.93
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4.4.5 Merging of two liquid drops using patterned wettability gradient

Merging of two droplets is essential for mixing in any microfluidic devices. Micro
reaction between two drops of two different chemical components is a crucial process in
microfluidics. It needs a precise control over the drop size and movement. In many
microfluidic and bio fluidic devices the amounts of substrates to be handled are in microscale
order. In this range of application the use of body forces like buoyancy etc will not be too
effective as the volume to area ratio is not high. Rather several passive techniques like
piezoelectric, electrostatic, thermopneumatic, electromagnetic and electroosmotic are
extensively used by researchers in MEMS based chemical reactors. Though such methods are
highly reliable, a considerable amount of sophistication and mechanical complicacy is always
involved. In this segment an effort has been made to utilize the principle of drop actuation
using wettability gradient for the controlled merging of two drops. Following pattern of

wettability gradient as shown in Fig. 4.50 have been used for drop joining.

Fig. 4.50 Schematic diagram ofthe Y channel for drop merging

p ttem of wettability gradient is considered in the shape of a Y channel having
equal angles ,,fu,e side with the symmetjly » ~ ~ ~ A Ny non
wettability gradient (x7mm) is provided towards the junction. The same wettability gradient
>s contmued in the main am, also. Drops of different liquids are inilially placed a. the side

path from where these start to move towards the junction by minimizing the
sur ace energy. At the junction both the drops collide with each other with same or different
men,a depending on the wettability gradient provided i,, the side arms. Afler making contact

w, each odte, die drops starts to move in ther,,,,, am bei, B aSsocia[cd wit,, cac|, other. This
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scheme may be used to promote the chemical reaction between the drops of two different

liquids. Total contact time depends on the combinations of the wettability

Considered in The Y path.
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Fig. 4.51 Merging of drops in a ‘Y’ shaped path with directional wettability gradient



Chapter 4 Detailed Modelling of interface-diffuse concept

To simulate the drop advancement and merging in a Y shaped wettability gradient path
DI based SPH is used. Incorporation of wettability gradient in the simulation is made based
on equation 4.14. Simulation results for a wettability gradient of 57mm along the arms are
depicted in Fig. 4.51. For the present simulation two water drops having 90 nL of volume are
placed in the side arms. As no effort has been made for studying the chemical reactions in the
SPH methodology drops with similar property is tested. Stresses have been given on the
contact time as it is the prime factor which governs the reaction rate. It can be observed from
the figure that the two drops advanced towards each other gathering some inertia and then
collided with at the junction. As the wettability gradient is provided in the root arm the
combined drop also moves along the root arm after collision. Total time required for complete
merging under wettability gradient 5°/mm is 0.0796 s. Time required for complete merging
depends on the rate of wettability gradient provided in the path.

Efforts have also been made to examine the time required for complete merging of liquid
drops for different wettability gradient. Results obtained from the simulations are depicted in
Fig. 4.52. It can be seen that at lower wettability gradient time required for complete merging
is high which facilitates the desired reaction procedure. But a very low wettability gradient is
also not desired as under such situation the drops are unable to generate adequate inertia force
which prompts the drops to move forward towards the junction and collide. It can be
concluded from the study that by applying suitable wettability gradient at the arms of the ‘Y’

path a control over the miniature chemical reaction can be achieved.

4 6 8 10 M
Wettability gradient (°/mm)

Fig. 4.52 Time taken for complete merging at different wettability gradicnts
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4.5 Summary

In this chapter DI concept is incorporated in particle based SPH. This approach is new in
origin and a very few efforts are reported earlier which combine DI with particle based
methodology. The proposed methodology has been put to rigorous tests considering two
different case studies namely i) evolution and free rise of a bubble from a submerged orifice
and ii) drop deformation and break up in shear flow. In both the cases DI-SPH simulation
provides discemable improvement over the SPH simulation with sharp interface.

The model is employed to study different problems of drop dynamics under the action of
gravitational force and wettability gradient. It has been shown that present methodology can
not only handle asymmetric shape of the drop, it can also successfully model drop breakage

and merging due to wettability gradient.






MODELING OF L1QUID-VAPOR PHASE
CHANCE

5.1. Introduction

In the previous two chapters schemes have been developed for the modeling of interlace
and its evolution using SPH. The models have been employed for various examples of two
phase flow. All the examples considered are adiabatic and do not involve any phase change.
On the other hand, phase transfer is an extremely important physical process present in
numerous engineering applications. The aim of the present chapter is to develop an algorithm
based on SPH to handle phase change with a large density difference. Though the developed
algorithm could be used in general for different types of phase change problems, emphasis
has been given on liquid-vapor phase change due to evaporation and boiling.

It can be seen from the literature (Welch and Wilson, 2000; I-Ismaeeli and Trvggvason.
2004) that the tracking of interfaces in eulerian phase change problem is quite challenging.
Moreover, film growth, film collapse and bubble nucleations are several new phenomena
which are associated with breaking and making of complex interfaces. But till date lagrangian
techniques are not elaborately employed for phase change problems. In a lagrangian particle
based technique both the number of particle and their individual mass need to be conserved.
Therefore, the implementation of the basic SPH scheme may pose a difficulty as many phase
change problems involve a large change in density. For capturing the dynamic interlace,
particle redistribution was needed at regular intervals. Using SPH a 3D model of gas liquid
phase change has been developed to overcome these numerical difficulties. In the next section
a brief description of the developed methodology is presented. A number of examples for gas
liquid phase change from both plane and curved surfaces have been taken up to establish the

technique. In both the cases the nucleation of bubble is considered to be greater than 10hm.

5.2. Model development

5.1. Governing equations

For the phase change problem the conservation of mass, momentum and energy of each
ofthe phases can be expressed using a Lagrangian description.

Continuity equation for the kthphase can be written as.

In equation 5.1, the right hand side denotes the mass transfer from one phase to another.
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The conservation of momentum can be mathematically expressed as follows:

dwp ,dva 2,, w
(5.3)

The last term in the right hand side of equation 5.2 denotes the body force term due to
change of density in a temperature field. As a usual practice the change of density is
considered only in the body force term based on Boussinesq approximation. This term was
not considered for adiabatic cases discussed in chapters 3 and 4. Surface tension force is not
added in the momentum equation as it is separately applied to the interfacial particles
following the CSF methodology as described in chapter 3. Instead of a sharp interface if a
diffused interface is considered equation 5.2 needs to be modified as follows to accommodate
the conservation of surface energy:

Dvka _ 1dakafi® n (T T\ Ck o
Dt p dxp ga Tk~ CaPk Cn ox" ' "}

The derivation of the surface energy term has been discussed in chapter 4.

The energy equation in case of a phase change problem needs to be derived carefully. In
general, a fluid phase may not be in the saturated condition. As a result both latent and
sensible heat transfer is present. As phase change occurs only at the interface, separate energy
balance equations are considered for the bulk phases and the interface. Energy equation of the
bulk phase involves sensible heat transfer and also contains a source term which assumes a

non-zero value only at the solid boundary:

DT N
M 55>
N\ J m k
It may be noted that viscous dissipation (third term of the right hand side) is also taken

into consideration in the above equation. RKis the radial location of the heat source and d(X) is

the delta function with following definition:

v 1 ifjc=0
o(*)= . (5.6)

V' 0 ifx*0
The last term in the R.H.S. of the above equation is needed only when heat flux condition is

imposed on the boundary. This term is omitted for a constant temperature wall condition.
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At the interface, equation (5.5) transforms into equation (5.7) which includes also the rate
of mass transfer due to phase change. It can be written in the following form:

v
~+"~"T-—-(V Y* 57
Dt " ' "\dxa+ dx1 évv)’c ‘ ©1

It needs to be mentioned that the formulation for the diffuse interface is applied only in

the momentum equation. No special term has been added in the energy equation for

considering the surface energies.

Equations 5.1-5.7 are recast in SPH formalism using a smoothing kernel W(x, h) and the

following equations are obtained:

.dm.

Continuity: (5.8)
Momentum (sharp interface):
Dva N of +of dw o
ot T m pip] af T9aPH{T-TO), (59
Momentum (diffuse interface):
Dv= of +of

aw, .
d)J;l sJr(j— T a)-
C. (5.10)

_Dt :{a J\ P.Pj

y rrfj Cap (Int CapjCrij
M PiPj
where 0 f can be evaluated following equation 3.10. Discretization of chemical potential

(cp) is also described in Chapter 4.

Energy (bulk phase):

M dx,a mixf 3 J> jdxf Pa *
Energy (at interface):
Pa k (5.12)
ave_
_y (M-vt)VWKk+H vV, M 1_2(Wy "
k Pk yax“ a< 3 5/; dxf
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where,— =£ ~ W r(rb an* > r _ \"™"{ra 'ti). (5.13)
b Pb Ve  b>
It may be noted that equation 5.11 is the generalized form of the energy equation as it

contains also the heat flux condition (last term of R.H.S.). All the problems considered in the

later sections involve constant temperature boundary condition and naturally this term is

omitted.

5.2. Algorithm for tracking the interface with phase change

To treat the spatio-temporal evolution of phases the following steps are proposed apart

from solving equation (5.8-5.13) numerically.

« Domains of two separate phases are discretized into finite humber of particles having
individual mass and properties.

¢ For a clear definition of the interface which is x unit away from the left boundary, a
separate set of particles are positioned between the particles of the two different
phases. These particles are termed as pseudo particles.

* Pseudo particles are used as temporary storage of mass before the redistribution ofthe
particles of two adjacent phases. Initially pseudo particles have no mass while they
are assigned the properties of a particular phase (the gaseous phase in the present
case). One typical example of positioning the pseudo particles is shown in Fig. 5.1(a).
In this figure solid black circles are representing the vapor domain and hatched circles
denote liquid particles. At the interface, array of blank circular pseudo particles are
positioned.

The interfacial mass transfer between the liquid and vapor particles (equation 5.12) is
calculated by simultaneous solution of equations 5.8-5.13. In case of boiling or
evaporation mass lost by the liquid particles are considered as mass gained in the
pseudo particles (Fig. 5.1b-c).

udo particles are treated as gaseous particles during the solution of equations 5.8-
5.13 with modified mass and smoothing length. Effect of pseudo particles over bulk

particles is also considered following equations 5.8-5.11. Mass of pseudo particles

increases as time progresses.
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« Based on a pre assigned criterion (mentioned in equation 5.14) the niiss anJ position
ofthe liquid and gas particles are redistributed keeping their total number lived (I ig.
5.1d). The criterion for redistribution can be set as follows:

M pseudo

=X 0<Y<l1 (5.14)
mn
for all pseudo partulL’s

Value of x governs the frequency of redistribution. A value of v close to zero
indicates that redistribution is done in almost every step. Lower value of .v increases
the accuracy of prediction but with a penalty of computational effort. The value of v
may be selected from a balance between the accuracy and the computational effort.

Further, it varies from problem to problem and depends also on tlie complexity ofthe

interface.
Interface Interface
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Fig. 5.1 The scheme of particle redistribution for an evolving interface
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Once the particles of the neighboring phases are redistributed a layer of fresh pseudo
particles are introduced at the interface (Fig. 5.1e) which is now shifted Ax unit
towards the left wall.

The above mentioned redistribution scheme is valid only for homogeneous growth of
vapor film in every direction. But for the cases where growth of vapor film is not uniform
remeshing is done after certain time step when any one of the pseudo particle becomes as
heavy as the vapor particle.

Choice of kernel function is of vital importance for the SPH methodology. In the earlier
chapters the use of cubic spline kernel could produce sufficiently accurate results. The
complexity of phase change process demands an interpolation function with a higher
accuracy. Accordingly, a piecewise smooth polynomial is used. The used function jg

described below:

--C 1 -1
10 h h h h
for2< 1 +/ Wi(ri,rd,h) =
h h hrfj
oo U | 131 <9
10 h h h h
f /
------ +D r'H.'I:!] -c 1-1 oml-1
1
for 1< <2 W (ri,rj,h) = o v viho hh
h h hrfj
D ¢L+i -D r>J1 <2
h h h
/ r /
for R wo(nrthy=-1 ¢ e+l P (5.15)
h'7jV \/? h h h)
where, c(,)="+2 ,---1,/

and

D(q) =292+2q3- - q4+— ¢c¢,5.
4 10

Appropriate surface tension force and no penetration force are employed near the
interface as discussed in Chapter 3. The model is applied for several cases involving a

transient growth of vapor film. For all the cases a constant pressure boundary condition is

assumed for the extreme outer boundary.
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5.3. Case studies

Following case studies has been taken into consideration for the validation of the developed
model i) Vapor film growth around a sphere without gravity ii) Vapor film growth around a

sphere under normal gravity and iii) Vapor bubble formation and departure from film over a

horizontal surface

5.3.1. Vapor film growth around a sphere without gravity

The suitability of the developed algorithm was first tested for investigating the
vaporization and the growth of vapor film around a hot solid sphere. As the simulation of the
phase change with a large density difference is the prime concern certain idealizations have
been made to simplify the problem. The effects of gravity, property variation and radiative
heat exchange have been neglected. Radiative heat exchange could be significant in film
boiling particularly when the wall temperature is high. However, in a number of
computational modelling (Son and Dhir, 2007; Welch and Wilson, 2000) the radiation effect
has been neglected as the simulation of the complex interface becomes the main challenge.
We have also taken the queue from the earlier works. Nevertheless, the incorporation of
radiative heat exchange is expected to improvise the prediction and could be taken as a future
scope of work. Absence of gravity ensures a spherical growth of vapor. For such a simplified
problem analytical models are available (Robinson and Judd, 2004). This leaves a scope for
validating the present computational predictions. As the surface temperature is maintained at
a high degree of superheat a growth of vapor film have been considered from the very
inception of the problem. It has been assumed that initially the total domain is filled with
liquid particles having 2 X 10'4 m. Particle spacing has been fixed after a rigorous grid
independence test. The solid boundary is described by particles with constant temperature
around the periphery. The present case study has been done based on sharp interface.

Proposed redistribution scheme is employed for the present case when the mass ofthe
pseudo particles become equal to the mass ofthe vapor particles. Fig. 5.2 shows the vapor
film growth at different time interval around a solid sphere of 5 mm diameter, maintained at
473 K and immersed in a pool of water (p = 1000 kg/m3, k = 0.0025 W/m-K,a 5.67 X 10
W) at atmospheric pressure. As the effect of gravity has been neglected the vapor film
exhibits a perfectly spherical growth. Only one half of the symmetric film is shown in

alternate side as time progresses. To start with the vapor film grows rapidly but as expected

the rate of growth decreases as the film becomes thicker.
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Horizontal spatial location (m)

Fig. 5.2 Growth of vapor film over a sphere without gravity (diameter 5 mm, surface

temperature 473 K)

Instantaneous film thickness around the sphere and its velocity is obtained from the
numerical simulation and is depicted in Figs. 5.3a and 5.3b respectively. Bejan er al. (1997)
simulated the similar type of problem using finite difference approximation of the mixture
equation. In both the figures numerical results of Bejan et al. (1997) are also depicted. A good
match can be seen between the results of present numerical simulation and observations of
Bejan et al. (1997). The maximum error is around 5.3%. It has been observed that interface
velocity decreases as time progresses. The continuous fall in the interface velocity is

consistent with the decreasing rate of vapor film growth depicted in Fig. 5.2.

12 40
Sphere diameter 5 nun
Sphere temperature 473 k

Sphere diameter 5 nun
Sphere temperature 47.' K

Bejail et al. [1997]

SIH
'l 20
— Bejan etal [1997]
..SPH £ 10
1/
o .2 0.4 Of) 0.8 1
Time (s) 12 0 02 04 06 08 1 12

Time (s)

(a) film thickness . .
(b) interface velocity

Fig. 5.3 Comparison of film thickness and interface velocity with Bejan et al. (1997); sphere
diameter 5 mm, temperature 473 K
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Next simulations have been made lor a sphere maintained a! 22*>5 K tc.T.fvntu.'c At v-»h
a high surface temperature the vapor generation rate is vcrv In~h | Ithcf one c¢im 4
smaller time step or a scheme of Irequent redistribution ot particles to t.uUe a
Both the strategies are computationally intensive. To avoid this ditl'iaihs a sphere o! srtuH.-r
diameter namely 1 mm has been considered. Similar redistribution technique, as dis"mscJ
earlier, is applied to the vapor particles. Redistribution is done when the mass ot the
particle becomes more or less comparable to the neighboring gaseous particles Jig <i
shows the growth of the vapor film around a sphere of diameter | uun Comparing 1ig <4
and 5.2, film growth is relatively fast in case of high temperature of the solid surface

Thickness of the vapor film (Fig. 5.5a) and its subsequent velocitv (1ig 5 <b> arc also
calculated at different time level to show the nature of film generation around the sphere at
high temperature. It has been observed that film thickness increases but the rate ol
advancement is diminishing in nature. Reported results of Ik|.in et al 11°3,?i ate also
depicted in the figures. Though the trend is predicted well by proposed Si’ll methodology, it
has been observed that there exist an over prediction compared to the results ot IU jm et .1!
11¥>7) after certain time instants. They have included the heat transfer due to radiation wm
their model which is not considered in the present model. At such a high temperature (221>
K) radiation heat loss cannot be completely ignored. A better model incorporating radiation
heat transfer in particulate SPH methodology may improve the predictions at high

temperatures.

*»*0

Tfai Si'licif tetiii*i.<tmo '2 """ k
LTy e
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Horizontal spatial location (m)

Fig. 5.4 Growth of vapor film over a sphere without gravity (diameter 1 mm. surface

temperature 2295 K)
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Fig. 5.5 Comparison of film thickness and interface velocity with Bejan et al. (i sphere

diameter 1 mm, sphere temperature 2295 K

Adoption of Lagrangian particle based SPH methodology makes it possible to investigate
the spatial variations of the parameters like vapor temperature and velocity. In Figs. 5.6a and
5.6b representative temperature and velocity contours of the superheated vapor around a solid
sphere having 100° superheat are depicted. Water is taken as the test fluid. It can be observed
from the figures that iso-contours are concentric around the sphere in the absencc of gravity.
Vapors near the hot solid are more superheated compared to the interfacial zone. Vapor
particles near the hot solid show almost no mobility. Vapor particles near the interface
follows the interface velocity but the intermediate vapor particles show higher mobility

compared to the others.

0.002
0.001
-0.001
-0.002
-0.003
0,002 0.004
(a) temperature contour (b) velocity contour

Fig. 5.6 Temperature and velocity contour of the film generated around a sphere; 2 mm
diameter and 100 K superheat
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Efforts have also been made to study the radial distribution of temperature and velocitv of
the vapor particles generated due to evaporation. To compare the temperature distributions at
several time instants non dimensional temperature, (T.-TAT.-T*,) and non dimensional
radius (r,-rs)/(rrrs) is taken into consideration. Here, TM and T, stand for saturation
temperature and sphere temperature respectively. rsand n denote the radius of the hot sphere
and radial location of the interface. Velocity of the individual particles are divided bv the
interface velocity (vj) to make the study non dimensional. Figs. 5.7a and 5.7b show the radial
temperature and velocity distribution transients around a sphere having 5 mm diameter and
maintained at 2295 K (T9). Water (TM = 373 K) is taken as the test fluid. It can be observed
from Fig. 5.7a that particles adjacent to the sphere are maintained at Ts whereas interfacial
particles are at Tsat Initially, the temperature gradient is almost constant throughout the radial
plane but nonlinearity sets in as time progresses keeping both the extremities constant.
Particles near the sphere are almost stationary (Fig. 5.7b) whereas interfacial particles
maintain its velocity as a whole. Similar observation is also reported in Fig. 5.6b for lower
temperature. A zone near the solid sphere inside the vapor film can be identified where the
particles show greater mobility (1.7 times) compared to the interface. Mobility of this zone

increases as the time progresses.

~
1

dqp ™
OWFj

— o4

ir-rs|/fjrs-r\

(a) temperature distribution (b) velocity distribution

Fig. 5.7 Radial temperature and velocity distribution inside the vapor film around a sphere; 5
mm diameter and 2295 K superheat

Fig. 5.8 depicts a comprehensive picture on how vapor film grows for different diameters
(3 mm, 4 mm and 5 mm) and temperatures (473 K, 523 K and 573 K) of the sphere.
Locations ofthe symmetric film for six different time instants (0.1 s, 0.2 5,0.3s,0.4 55,05 s
and 0.6 s) are shown for every situation. From the figure it can be observed that film thickness

increases as the sphere diameter and temperature increases. It is quite obvious as the amount
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of thermal energy rnpuf WdRases with the increase in surface area of constant temperature
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Fig. 5.8 Effect of sphere diameter and temperature on the growth ol vapor him

Dependence of sphere diameter and sphere temperature on radial temperature and
velocity distribution of the film is studied numerically. Though the particles near the interface
and sphere maintains respective boundary conditions, the temperature and velocity
distribution of the interior particles is important to understand the kinetics of the vapor film.
In Figs. 5.9a and 5.9b, radial temperature and velocity distribution of vapor film at 0.7 s for 3
mm, 4 mm and 5 mm diameter sphere is plotted. All the spheres arc kept at 473 K in the
atmosphere of saturated water at atmospheric pressure. It can be observed from Hg- 5.9a that

the radial temperature becomes nonlinear as the diameter of the sphere increases. The
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intermediate zone within the film thickness shows greater mobility (Fig. 5.9b, in a,, ,, «
From Figure 5.9b it ean be observed ,ha, the mobility of this zone increases »i,h the increase
of sphere diameter keeping lhe extremities constant. Tlie location of lliis high mobility ,.m

also shifts towards the sphere as diameter increases.

T*, = £m T, ~473K. time=07 v T,-MM:. T, 47
i<<*>|>| t Anitd
------4 M ill'liJiiicta
i * | Utn <mc
— MuiulMnirta *ff’; -
(a) temperature distribution (b) velocity distribution

Fig. 5.9 Effect of sphere diameter on radial temperature distributions and velocity
keeping the degree of superheat fixed
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(a) temperature distribution (b) velocity distribution

Fig. 5.10 Effect of superheat on radial temperature and velocity distributions keeping the
sphere diameter fixed

Similar study has been made keeping the sphere diameter constant (5 mm) with varying
superheat ofthe solid (100 K, 150 K and 200 K). Numerical results for radial temperature
distribution and interface velocities are depicted in Figs. 5.10a and 5.10b for these situations.
The figure shows that non linearity of the temperature distribution as the superheat increases.
This is quite obvious as the vapor particles show higher mobility at high degree of superheat.

It is obvious that mobility of the intermediate zone increases as the sphere temperature
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increases. As the diameter of the sphere has not been changed the location of the high
mobility zone also remained more or less at the same location. This shows that though the
particles near the solid sphere and interface satisfies the boundary condition intermediate
particles follow their own kinetics based on basic fluid mechanics and heat transfer
conjectures.

Finally, it can be concluded from the above study that described model along with the

proposed redistribution scheme is well efficient in predicting the advancing film thickness

during phase change under zero gravity situation.

5.3.2. Vapor film growth around a sphere under normal gravity

In the earlier section vapor formation from a hot sphere has been considered in the
absence of gravity. Low gravity or zero gravity situations are particularly important for space
applications and in flight simulations. The simulation results also approximate tiie growth of
vapor phase at a very early stage and vaporization in case the density of liquid and vapor
phase are close. Primarily the exercise of the earlier section has been taken up for the
establishment of the computational algorithm and its validation against available analytical
results. Inter particle spacing is kept identical (2 X 10'4 m) as have been mentioned in the
previous case. As the density of the generated vapor due to phase change is quite low
compared to the density of the surrounding liquid vapor mass always tries to move upward
against gravity. This induces anon uniformity in the film thickness and vapor velocity around
the sphere. This upward movement of vapor along with the effect of surface tension gives rise
a typical distribution of vapor film which is substantially different from that observed in the
previous section.

For the advancement of vapor front, particle redistribution scheme as described earlier in
this chapter is employed after a time interval when the mass of the pseudo particles becomes
equal to that of the neighboring vapor particle.

Fig. 5.11 presents the simulation results for the process of vaporization around a sphere of
5 mm diameter. The surface temperature of the sphere is kept at 473 K while it is surrounded
by liquid water saturated at 373 K. the effect of property variation and radiative exchange
have been neglected for the sake of simplicity.

Initially it has been observed that a symmetrical vapor film is generated around the sphere

(Fig. 5.11a). As the film grows further the magnitude of the buoyancy force over the vapor
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mass becomes stronger. It starts to develop an azimuthal asymmetry in the vapor film around
the sphere (Fig. 5.1 Ib-e). In the vertical elongation of vapor mass as a protrusion a small neck
formation is observed due to surface tension force (Fig. 5.110- This neck formation continues
along with the increment of film thickness around the sphere (Fig. 5.l1lg-j)- It eventually
forms a vapor bubble over the solid sphere. At the final stage of the growth the neck narrows
down to pinch the bubble off from the topmost position of the film (Fig. 5.11k). After
departure, the bubble becomes spherical (Fig. 5.111) while the truncated vapor film around the
sphere starts to generate another bubble.

For a very small period of time, the film around the sphere remains uniform. As the film
grows, asymmetry sets in. In Fig. 5.12 the thickness of the film at three different

circumferential locations has been reported over a period of time.
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Fig. 5.11 Evolution of vapor film around a sphere; diameter 5 mm, sphere temperature 473 K

It can be seen that though initially for a very small period of time the vapor film grows
uniformly, asymmetry sets in very quickly (=0.03 s). After this initial period at the topmost

position vapor tries to gather due to gravity which causes the thickness of the film to grow

more compared to the film at the bottom most position.

Sphere diameter 5 Him
Sphere temperature 473 K

— uniform Him without gravity
...... 15010111 most position with gravity
— Top most position with gravity

0 0.05 0.1 0.15 02 0 25

Time (s)
Fig. 5.12 Comparison of film thickness at the topmost portion and bottom most portions in the

presence of gravity.

In the above case the size of the released bubble is of the similar order with the hot solid

sphere. However, the size of the vapor bubble detached from to the hot sphere is not identical
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in all the cases. Simulations have also been made for film boiling o\er a sphere of 10 nun
diameter. The temperature of the outer surface is kept identical to the earlier case for the sake
of comparison. Surrounding liquid temperature is kept at the saturation point. No superheated
liqguid layer is allowed in the simulation. For an initial period, a uniform \apor film is
observed to form around the sphere similar to the earlier case. With the increase in the
diameter of the hot sphere the initial vapor layer is observed to grow at a slower rate. It
remains almost uniform over the periphery except on a small area at the top of the sphere. At
the topmost position vapor is accumulated in the form of a bulge or protrusion (Fig. 5.13a-«J>.
The accumulated vapor mass elongates upward and forms a finger like structure due to the
effect of buoyancy (Fig. 5.13e-h). Gradually the vapor finger elongates but it also becomes
narrower. At one point a neck is observed to form in the vapor finger (Fig. 5.13i). The neck
radius decreases (Fig. 5.13j) with the passage of time making the situation conducive tor

vapor bubble release from the topmost position of the vapor finger (Fig. 5.13k). Alter the

release, the vapor bubble becomes almost spherical (Fig. 5.131).
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Fig. 5.13 Evolution of vapor film around a cylinder; sphere diameter 10 mm, ‘here

temperature 473 K

A comparison between the Fig. 5.11 and 5.13 readily brings out the difference in the
process of the vapor growth and bubble release. It clearly shows that these phenomena are
strongly influenced by the size ofthe sphere. It has been observed that bubble period is higher
in case of bigger sphere (10 mm) compared to the small sphere (5 mm). Freud et ;>. (2009)
described that the bubble release pattern from a heated sphere varies depending on its
diameter. They described that in saturated water, a single columnar vapor release is observed
up to a diameter of 8.83 mm. Ifthe sphere diameter exceeds this limit a single vapor dome is

observed during the bubble release.
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In the present simulation the released vapor from 5 mm sphere closeU resemblance a
columnar shape. On the other hand a well formed vapor dome is observed in case of a sphere
of 10 mm diameter. Therefore, the present simulation agrees with the experimental
observation of Freued et al (2009). They also observed multiple vapor domes for spheres uith
diameter more than 13.6 mm. But using the present methodology multiple vapor domes luise
not been observed. Probably incorporation of instability mechanism of the long \apor liquid
interface may produce such regimes of vapor release.

Tso et al. (1990) reported a combined analytical-experimental study to calculate the vapor
film thickness in case of saturated film boiling over a sphere. Hieir analytical solution
assumes zero thickness of the film at the bottom most position of the sphere. Hut this initial
condition for forward marching the solution is away from reality. In the original situations a
thin layer of vapor always covers the sphere even at its bottom most point.

Fig. 5.14 compares the thickness ofthe vapor film predicted by the present work with that
predicted by Tso et al. (1990). The agreement between the two predictions is excellent except
for the fact that the estimation by the present model is marginally higher compared to the
analytical results at all the angular positions of the sphere. The possible cause of this
mismatch may be the assumption of zero film thickness at the bottom of the sphere made by

Tso et al. (1990). Similar trend is also observed for a sphere of 10 mm diameter.

Fig. 5.14 Prediction of vapor film thickness along with the results of Tso et al. (1990) - sphere

diameter 5 mm, sphere temperature 473 K
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Both Fig 5 11 and 5.13 depicts the formation of a bulging vapor mass at the top of the
heated sphere, its gradual growth and finally its release and departure from the sphere. This
phenomenon is periodic in nature. In other words, the vapor film thickness at the top of the
sphere experiences a cycle of growth and decay. The average heat transfer coefficient or the

Nusselt number should also follow a trend of periodic variation due to this.

time (s)

Fig. 5.15 Prediction of averaged Nussult number and comparison with Yuan cl ’008)

Using the simulation, the variation of Nusselt number has been predicted for certain
duration as depicted in Fig. 5.15. Nusselt number has been calculated by two different
schemes of SPH. In the first scheme remeshing has been done after the interval of a few
iterations. In the second scheme remeshing has been done after every iteration, (lie second
method demands a substantially large computational effort due to remeshing at every time
step. In Fig. 5.15 the numerical prediction of Yuan et al. (2008) has been shown. It has been
observed that results from none of the scheme exactly match with the numerical results of
Yuan et al. (2008). The amplitude of Nu predicted by the second scheme matches well with
the amplitude predicted by Yuan et al. (2008) whereas the frequencies predicted by these two
methods do not agree. However, the average Nusselt number calculated by the second scheme

(remeshing after every iteration) is almost identical to that computed by Yuan et al. (2008).
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5.3.3. Vapor bubble formation and departure from a hot horizontal surface

Nucleate boiling is different from film boiling in the sense where vaporization takes place
from the entire surface of the later case, in the former vapor generation is there onK from
discrete nucleation sites. As a result the numerical simulation of nucleate boiling is complex
compared to that ofthe film boiling. An effort has been made to simulate nucleate boiling
under some idealized situation using the present algorithm.

Recently Lee et al. (2003) reported a study of nucleate boiling of R113 under saturated
condition through a meticulously controlled experiment. They observed onset of nucleaie
boiling at a temperature of 61° C for a saturation temperature ofthe pool at 47.5° C. Hubbles
at discrete locations were observed. For a single location they have recorded the entire cvclc
of bubble growth and departure photographically along with the parametric measurements.
The same situation has been modeled in the present work with initial particle spacing 5 X 10’
m. The spacing has been decided after a rigorous study of particle independence test. A single
bubble nucleation has been considered (equation 5.5) and the solid surface surrounding the
nucleation point was allowed to retain the prescribed degree of superheat without vapor
formation. As the bubble grows in size additional numbers of pseudo particles are placed
between the liquid and vapor particles to simulate the growing interface. Redistribution is
made at every time step to get an accurate shape ofthe generated bubble.

Generated results are depicted in Fig. 5.16 along with the experimental observation of
Lee et al. (2003) at different time levels. It has been observed that the vapor generation of
vapor at the preferred location where pseudo particles are present, makes a small bubble
nucleation site (Fig. 5.16a). The bubble grows in size as time progresses increasing the total
number of pseudo particles aligned along the interface. Bubble size increases as is evident
from Fig. 5.16b-e. After that, surface tension force dominates over the inertial force due to
evaporation. As a result bubble growth is no longer dominant while its shape becomcs
smoother due to the effect of surface tension in this period. At 3.248 ms bubble necking starts
(Fig. 5.16f-g). This prompts the bubble to get released from the site mouth subsequently (Fig.
5.16h). After the detachment of vapor bubble from the site mouth bubble motion is fully
governed by buoyancy force and surface tension force. This makes the departing bubble to be
spherical at far downstream (Fig. 5.16i). In Fig. 5.16 experimental observation of Lee ct al.
(2003) is also depicted side by side to make the comparison. It has been observed from Fig.

5.16 that present numerical simulation works efficiently and depicts a good match with

experimental observations made by Lee etal. (2003).
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Fig. 5.16 Boiling and bubble release pattern over a horizontal hot surface
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5.3.4. Summary

A new algorithm has been proposed based on particle based Si’ll methodology tor g.is-
liguid phase change. Placement of zero mass pseudo particles along the interface and its
mobility to construct new location of interface is described. Using the methodolog> film
boiling around a hot solid sphere is simulated with and without considering the etYcct of
gravity. Finally, efforts have also been made to model vapor bubble formation and its
departure over a horizontal solid surface. In all the cases prediction of the simulated result is

compared successfully with available literature.
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SUMMARY, CONCLUSIONS AND SCOPE OF
CHAPTER FUTURE WORK

In this dissertation efforts have been made to develop computational algorithms for the
simulation of diverse multiphase flow problems. Algorithms suitable for two broad categories
ofproblems have been developed. The first one is based on averaged two fluid model coupled
with the population balance technique. The model is suitable for dispersed two phase flow
and has been employed for various aspects of gas-liquid bubbly flow. The second algorithm is
developed using the Lagrangian SPH methodology. After establishing the capability of the
basic model it has been modified further to incorporate the concept of diffuse interface. Hie
coupled DI-SPH model has been used to analyze diverse problems of drop dynamics and drop
manipulation over solid substrates. Additionally, another improvement has been incorporated
in the SPH formulation to simulate phase change problems with a large density difference in
the phases. A very brief summary of the work done and the salient conclusions are outlined

below.
6.1. Simulation through two-fluid-population-balance technique

¢ Two fluid formulation is combined with the population balance equation to develop a
numerical model for gas-liquid bubbly flow. Interfacial drag forces along with wall
resistive forces are considered as the force terms used in the momentum equations.
Coalescence of two similar or different sized bubbles and homogeneous and non
homogeneous binary break up of a bubble has been considered in the population
balance model.

e For the calculation of turbulent energy dissipation a simple formulation based on
mixture velocity is used to capture the local hydrodynamic effect. This approach
eliminates rigorous turbulence calculation but gives reasonably accurate prediction of
void distribution and flow pattern transition for a wide range of flow velocities, inlet
bubble diameter and tube diameter.

In the model possible bubble size is divided into equal volume subgroups. This

facilitates the redistribution of newly bom bubbles due to coalescence without any

numerical complicacy.
A new transition criterion has been proposed for the transitions of bubbly flow into
slug flow based on the CFD simulation. The transition criteria depend on i) the

breakage and coalescence frequency ii) bubble volume count below and above the
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bubble size introduced at the inlet and iii) local maximum bubble size. The prediction
based on the present criteria exhibits excellent agreement with the experimental data
(Taitel et al., 1980).

e At higher liquid velocity the simulation results show a suppression of coalescence
and a dominance ofthe breakup process- a situation conducive for dispersed bubbly
flow. Simulation results have been generated to obtain the maximum bubble size
needed for a transition to disperse bubbly flow. A good agreement has been obtained
with the model prediction and available literature (Brauner, 2001).

e The capability of the model for predicting different peaked structure of void
distribution in bubbly flow has been demonstrated. A regime map has been
constructed showing near wall peak, wall peak, two peak and core peak. This diagram
makes a clear demonstration of the transformation to slug flow from a low voidage
bubbly flow by gradual increase in the gas flow rate through the change of local
concentration of the void distribution.

« The model has convincingly demonstrated that phase superficial velocities are not the
sole parameters to dictate the transition of flow regimes. Inlet bubble size plays a
crucial role in the axial development of bubbly flow and its transition to slug flow.
When uniform sized bubbles are introduced at the inlet the regime boundary
experiences an upward shift with a decrease in bubble size.

*  When bubbles of different sizes are considered at the inlet plane the shift in regime
boundary becomes complex. As a result, mismatch between different experimental
observations is not unexpected. Present simulation also depicts that the tube diameter
has an influence both on void distribution and on the transition boundary.

¢ Developed model is also employed for the prediction of transition from bubbly flow
to the neighboring flow regimes during gas liquid two phase upflow through vertical
annuli. The regime boundary for bubbly flow to slug flow in annuli compares well
with the reported experimental observations (Kelessidis and Dukler. 1989) and
theoretical predictions (Das et al., 1999). Outer wall peaking, both wall peaking, three
peak and core peak can be separately identified for different ranges of phase
velocities inside the annuli.

e Further, the influence ofthe annular gap over void distribution has been studied. For

narrow annular passages wall forces dominate over the interfacial forces prompting
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6.2.

the bubbles to come close to the outer wall of the annular geometry. With an increase
in the annular spacing interfacial forces become comparable to the wall forces.

Finally, it has been observed that at a high liquid flow rate the bubble size decreases

even with an increase in the air flow rate.

Basic SPH model- sharp interface

Lagrangian particle based smoothed particle hydrodynamics (SPH) is used for the
simulation of time and space variant interfaces. Surface tension is modeled by
continuum surface force method. The developed model was validated against some
well known analytical solution for free surface variation due to acceleration.

Using the model efforts have been made to capture bubble formation and its
detachment from an orifice mouth surrounded by a stagnant liquid pool. A good
match in bubble frequency with the experimental observations (McCann and Prince,
1969) shows the validity of the present model. Volume of the bubble at the instant of
departure is also compared satisfactorily with the available experimental observation
(Davidson and Schuler, 1960).

The dynamic bubble profile is also obtained by the present simulation matches
excellently with the published analytical (Gerlach et al., 2005) and experimental
results (Teresaka and Tsuge, 1990). The computed velocity contours help in
explaining the hydrodynamics during the growth of a bubble.

Developed model is also used to study the influence of surrounding liquid thermo
physical properties like density, viscosity and surface tension on the process of
bubbling through a submerged orifice. It has been seen that both the duration of
bubble growth and bubble size at the time of departure increases with the decrease in
liquid density.

Similarly, bubbles become bigger in size and take more time to depart from the
orifice mouth when it is surrounded by a more viscous liquid. Liquids having a low
viscosity allow the bubble to form and detach easily at the orifice mouth. Surface
tension of the liquid determines the bubble sticking time with the orifice and also

governs its shape. At a low surface tension bubbles are smaller and they depart early

from the orifice mouth.
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6.3.

Necking process is examined carefully using the present methodology for a variation
in density, surface tension and viscosity of the liquid over the orifice. In general, the
duration of necking and the change of bubble volume in this duration decreases with

density. Effects of surface tension and viscosity are just the reverse.

Incorporation of diffused interface in SPH formulation

Diffused interface (DI) concept is incorporated in the basic formulation of particle
based smoothed particle hydrodynamics to track the complex interfacial
configurations of two phase flow. It may be noted that the incorporation of DI in
particle based algorithm is of very recent origin. In that regard the present algorithm
is unique as it models the DI using chemical potential in the paradigm of SPH.
Superiority of the combined diffused interface based smoothed particle
hydrodynamics model over the basic model is established by modelling two dynamic
problems namely evolution and free rise of a bubble from a submerged orifice and
drop deformation and break up in shear flow.

Drop movement over an inclined surface is studied using the developed methodology
to understand the contact line dynamics under the gravitational force. It has been
shown that an internal circulation of the liquid drop causes its asymmetric shape and
the subsequent downward movement. A regime map has also been developed for
different fluids to describe the mobility of the drop of various sizes over an inclined
surface.

Next, efforts have been made to model the translation or spreading of a liquid drop
over a horizontal surface having wettability gradient. Underlying physics behind the
spreading and translation kinetics is described based on the internal fluid tlow of the
drop. By calculating the surface energy and gravitational energy it has been shown
that drop tries to adopt a configuration to minimize its total energy for both spreading
and translation. From the drop velocity curve over a gradient surface it has been
described that drop spreading and its translation depend on the gradient strength and
drop size. Finally, an effort has been made to separately identify the spreading and

translating regime over the drop mobility curve for various gradient strength and drop

size.
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¢ Through experiments (Chaudhury and Whitesides; 1992) it has been observed that a
drop can climb upward over an inclined plane due to favorable wettability gradient.
The present numerical study also corroborates the same. Detailed study has also been
made to understand the multi mode dynamics of a liquid drop over an inclined
gradient surface. Analyzing the internal fluid flow downward and upward movement
of the drop over the inclined plane is studied. Moreover a separate zone has been
identified where the drop remains pinned to the surface without showing any mobility
under the application of wettability gradient. Extensive simulations have been made
to identify separate zones of drop motion over an inclined gradient surface of various
strength and inclination.

¢ A new methodology for drop breakup into two or three different smaller droplets of
equal or unequal sizes is proposed using developed methodology. Drop dynamics
over the ‘Y’ shaped pattern having wettability gradient is studied numerically. It has
been observed that the drop breaks up from the junction of the ‘Y’ path into two
equal or unequal segments. The ratio of the volumes of the daughter drop depends
over the ratio of the wettability gradient in the side arms and the angle made by the
side arms with the root arm or symmetry line. Finally giving an example of a
combination of different arrangements of the ‘Y’ paths having wettability gradient it
has been shown that drop can be broken into multiple drops having unique volume
fraction of the initial drop volume.

. It has been observed that the present algorithm can well track the merging of two
drops efficiently. Accordingly, a new technique for fusion of drops without

employing any active forces from outside is proposed.

6.4. Modeling of liquid-vapor phase change

« Till date, only a few attempts (Monaghan et al., 2005) have been made to apply SPH
for phase change problems. Mostly (Monaghan et al.,, 2005) solid-liquid phase
change, where density change is marginal, has been addressed. We have devised a
new technique in SPH. It can take care of the large density change during phase
transformation through temporary mass storage at the interface and subsequent

redistribution of the particles in the computational domain.
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¢ Pseudo particles with zero mass are used as temporary storage of mass before the
redistribution of the particles in the two adjacent phases. Redistribution scheme is
valid only for homogeneous growth of vapor film in every direction. But for the cases
where growth of vapor film is not uniform remeshing is done after certain time step
when any one of the pseudo particle becomes as heavy as the vapour particle.

¢« The model is initially validated for film boiling around a hot solid sphere in the
absence of gravity. Instantaneous film thickness around the sphere derived from the

numerical simulation matches well with the available literature (Bejan et al.. 1997).

e« The developed model is applied for the prediction of vapor film growth and its
departure from the hot sphere under the normal gravity. Two different types of
growth modes are observed depending on the sphere diameter. For a smaller diameter
of the sphere, a single vapor dome is generated whereas with the increase in diameter,
a columnar bubble is observed. These two types of vapor zone formation is earlier
reported in literature (Freud et al., 2009) and present model can efficiently track the
phenomena.

¢ Finally, the formation of vapor bubble over a horizontal hot surface has been
simulated. Bubble nucleation, its growth, neck formation and detachment in the
surrounding fluid is modeled using the present methodology. It has been observed
that present numerical simulation works efficiently and depicts a good match with

experimental observations (Lee et al., 2003) published in literature.

6.5. Scope of future work
During the investigation it was always felt that there are many aspects which warrant
further studies. The major issues for future studies may be identified as:

(@) Developed model on two fluid-population balance equation involves several
constitutive relationships for interfacial forces as well as breakage and coalescence
phenomena. Rigorous models eliminating all the correlations are still possibility
better predictions.

(b) Turbulence structure in two phase flow is not yet well understood. Only option is to
use single phase turbulence models with modified coefficients without going into
the details of the turbulent structures. To avoid this we have deduced turbulent

dispersion coefficients based on local resultant velocities. A suitable model for two
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phase turbulence should be incorporated in the basic two fluid population balance
equation for the better simulation ofthe local phenomena.

(c) The present two fluid model is axisymmetric. Comparison with a meticulous 3D
simulation can only ascertained how far the assumption of axisymmetric is valid.

(d) Reported experimental results indicate flow regime depends also on the design of
the injector. CFD simulation for different designs of inlet geometry' has not been
done.

(e) In the present work only the transition of bubbly flow has been modeled through
CFD. It would be interesting to investigate transition of other flow regimes using
the suitable computational technique.

(f) In the DI-SPH formulation along with density other properties may be allowed to
vary across the interface. Such a scheme is expected to improve the prediction.

(g) Diffused interface based smoothed particle hydrodynamics has been used for
studying drop dynamics over surfaces having wettability gradient. Though the
techniques for drop breakage and merging are established numerically,
experimental verification is always a possibility of future research work.

(h) In the fifth chapter nucleate boiling heat transfer from a single site is modeled with
several assumptions. Simulation of actual nucleate boiling considering the
nucleation site density needs a substantial research effort.

(i) With an optimistic note it may be stated that the future research should aim at
developing all the boiling regimes namely nucleate boiling, boiling crisis, transition

boiling and film boiling through a generalized computational model.

Finally, it is reasonable to claim that the present developments of numerical models are
encouraging towards the development of unique techniques for modelling of multiphase
situations. Efforts have been made not only to use the developed model for simulating some
of the well known phenomena but also to understand some fundamental physics. New
techniques for drop manipulation are also proposed using the numerical simulation. These can

find implementation in several micro fluidic operations.
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