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ABSTRACT

Wavelength-division-multiplexing-based optical access networks (WDMOANs) have the 

potential to address the “last-mile” connectivity issues through passive architectures and to 

support quality-ensured telecommunication services. Over the years WDM-based passive 

optical networks (WDMPONs) with tree topology are evolving as one class of WDMOANs 

with a promise towards a cost-effective and flexible broadband access solution. In the present 

thesis, we investigated som e of the relevant MAC-layer and physical-layer issues for such 

networks for three different network configurations.

First we investigate the performance of medium access control (MAC) protocols in a

WDMOAN with two-level hierarchical topology, consisting of a backbone ring

interconnecting several passive-star-based clusters of optical networking units (ONUs) at

customer premises. Each cluster is connected to the backbone through an access node (AN).

A scheduler located in each AN, executes two MAC protocols, one for the intracluster traffic

and the other for the intercluster traffic. The performance of MAC protocol for intracluster

traffic is evaluated through event-driven simulation. The delay performance of the

mtracluster MAC protocol is found to improve on increasing the number of control channels

but with an early take-off o f the delay curves. Further, incorporating a few more control

channels using subcarrier multiplexing (SCM) on a single control wavelength proved useful

in improving the overall delay performance, without reducing the number of wavelengths

needed for data traffic, albeit at the cost o f increased hardware for SCM. The performance of

MAC protocol for intercluster traffic is evaluated through analytical modeling of the queuing

system employing two dynamic bandwidth management schemes. A comparative study of the

two intercluster schemes in terms of end-to-end delay is carried out in terms of end-to-end

elay, to understand the effect of priority queuing on the real-time and non-real-time service 
packets.

Next we consider the resource provisioning aspects in a WDMPON which employs 

M along with optical code division multiple access (OCDMA) technique for better 

dwidth utilization. First, we adopt a heuristic approach for allocating optical codes to the 

which takes into consideration the traffic asymmetry between the upstream and 

stream transmissions. Thereafter we improvise the heuristic provisioning towards an 

 ̂ al design by using our observations on PON throughput and thereby drifting from the 

c estimate incrementally. For this purpose we develop an analytical model for system





throughput taking into consideration the effects of interference and code contention in the 

upstream channels which helps in understanding the behavior of a network with asymmetric 

traffic. Using the throughput models, we examine the under-provisioned and the over

provisioned (with reference to the heuristic solution) cases using open-search mode of optical 

code allocation to arrive at an optimum resource (code) provisioning for the network.

Finally, we consider a WDMPON, which employs an arrayed-waveguide grating 

(AWG) at the remote node (RN) and examine the bit-error rate (BER) performance of routed 

optical channels at various AWG ports. The AWG-based RN demultiplexes the incoming 

(downstream) WDM signal to distinct output port locations, through static wavelength 

routing mechanism. An analytical model is developed for the routed optical signals, which 

takes into consideration finite laser linewidth, spatial dispersion and far-field intensity profile 

in the AWG. A novel spectral-to-spatial domain transformation technique is used to 

determine the amount o f optical signal power captured at the various output port locations 

with due considerations to signal impairments like interchannel crosstalk and the consequent 

interferometric beat noise at the receiving end. It is observed that for increasing linewidths, 

beat noise effects on the optical signal at the receiver are strong enough to deteriorate the 

BER values by 2-3 orders at the outer ports and by 3-4 orders at the inner ones.





CHAPTER 1

Introduction

1.1 Fiber in the Last Mile

Broadband access networks using optical fibers have emerged as the high-bandwidth “last 

mile” wired-solution for this information-era. In near future, a customer would expect the 

subscribed network to be capable of delivering services like HDTV, video-on-demand, 

VoIP, video-conferencing, etc. Copper-based access, whether it is through twisted pair 

wire or coaxial cable, in spite of employing digital subscriber loop-modern technologies, 

falls short of addressing the bandwidth demands of such emerging services. In view of 

this, many incumbent local exchange carriers and multiple system operators in North 

America, Asia-Pacific and Europe are gearing up for a migration to fiber-based access 

infrastructure. The flber-to-the-x (FTTx: x being any one the Curb/ Premises/ Building/ 

Home) architecture, can employ either point-to-point or point-to-multipoint type of 

connectivity, between the central office (CO) and customer premise terminations 

[FPSB89].

In a point-to-point system, a source-destination pair enjoys exclusive usage of an 

optical link and is justified for a business house or an organization. On the other hand, in 

a point-to-multipoint system, the candidate topology could be a passive star or a tree 

connecting a cluster of users and, such clusters may be interconnected using ring or other 

suitable intercluster backbone (feeder) topology using optical fibers. For the local cluster 

formation, the passive star topology would need a central access node (AN) placed on a 

local hub on the fiber backbone, while for tree topology each cluster would need a feeder 

fiber from the AN or the hub to a point called remote node (RN). From the RN, service 

traffic would be distributed through appropriate passive device on individual distribution 

fibers to the users. Such networks are in general termed as passive optical networks 

(PONs). Typically, such a PON would consist of an optical line terminal (OLT) located at 

the hub, with multipoint connectivity to optical network units (ONUs) or optical network 

terminals (ONTs) located near or in the user premises. For PONs with tree topology, 

depending upon the geographical distribution of the users, RN can have either a single
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stage or a multi-stage configuration employing power splitters (using star couplers) 

and/or wavelength-routing devices, such as arrayed-waveguide grating (A WG).

FTTx is the outcome of an earlier initiative taken by Full Service Access Network 

(FSAN) consortium, consisting of several global service providers, manufacturers and 

equipment vendors, with the objective to bring out a common interoperable access 

solution for delivering integrated broadband services. FSAN’s proposal was ratified by 

ITU-T in 1998 and became the first PON standard under G.983 recommendation 

[MaOFOl]. Systems based on this standard were called ATM PONs (APONs), which 

operated on 1490/1310 nm wavelength for downstream/upstream transmissions. As the 

name implies, this access solution is based on ATM data encapsulation and has the 

capability to handle the QoS requirements of triple play services at 622/155 Mbps 

transmission rates. The basic APON was improved upon with an “analog video” overlay 

at 1550 nm along with a higher downstream speed of upto 1.2 Gbps which came to be 

popularly known as Broadband PON (BPON). Dominance of data traffic over voice 

traffic and ubiquitous presence of Ethernet-based networks created also the need for an 

access standard to carry data services efficiently. In 2004 IEEE’s drive to bring Ethernet 

to the last mile (later identified as the “first mile”) led to the emergence of EPON or 

GEPON which offers symmetric data rates of 1.25Gbps. All these standards are based on 

time-division multiplexing/multiple access (TDM/TDMA) for their transmissions. 

Subsequently, optical technology became mature enough to bring down the network cost, 

so much so that increasing number of last mile installations found it necessary to upgrade 

their systems to FTTx architectures. In order to enable all proprietary networks (TDM and 

non-TDM) to seamlessly communicate with each other, ITU-T came up with a new 

standard G.984, called Gigabit PON (GPON), which supports ATM, Ethernet, IP and 

SONET payloads through a gigabit encapsulation method (GEM) and can also stream 

video-over-IP at 2.5Gbps symmetric rates.

In July 2007, regional FTTH councils in various parts o f the world published a 

global ranking of economies, with “greater than 1% FTTx penetration” as the qualifying 

factor. Fiber roll-outs are being prioritized in countries like US, Japan, South Korea, 

Hong Kong and which would soon set a path for other countries to follow. This 

momentum will further give rise to a variety of media-rich interactive services demanding 

more scalability and higher utilization of the optical links in PONs. In this aspect, a 

TDMPON needs an overhauling o f  the entire network in order to accommodate new 

services and subscribers. This sets an upper limit to the maximum bandwidth a subscriber



can be offered. Further as the customer-base grows in size, access control mechanisms for 

upstream traffic and multiplexing techniques for downstream traffic need to be enhanced 

with more powerful technologies [KSGW07], [MukhOO] like wavelength-division 

multiplexing (WDM). At this stage, design considerations other than cost become 

important to future-proof the existing TDM-based PON deployments. A WDM-based 

optical access network (WDMOAN) offers virtual point-to-point connections to the end- 

users on a shared infrastructure with either active (AONs) or passive architectures (PONs) 

and leverages all the benefits o f a shared network making them suitable for cost-sensitive 

access segment [Koon06], [KSGW07].

1.2 WDM-based Optical Access Networks

WDM is already an established networking technology in the wide area and metropolitan 

area segments. There is a growing awareness in the world communities, regarding the 

benefits of having high bandwidth connection with the information highway. This 

changed the attitude o f a prospective customer, who is now willing to pay more for the 

quality of service connection. In such a scenario, deploying WDM in the access segment, 

not only brings several benefits for the subscribers, but also makes the network 

reconfigurable according to traffic dynamics. In spite of the need, WDM penetration in 

the local loop is in want of mature devices. In recent years, WDM device technology has 

made remarkable progress and a variety of optical transmitters and receivers of both fixed 

and tuned type, are now readily available [Zim98], [Tong98], [ElMoOO], Similarly 

tunable optical filters for WDM networks have undergone considerable progress 

[SaBo98], Tunable transceivers are relatively more expensive, making them suitable for 

°LTs. However, for ONUs located in business premises or large research and 

development units, the transceiver cost might be negotiated for the bandwidth advantage. 

As menti°ned earlier, such WDMOANs typically used ring-on-star topology, where the 

Passive-star-configured ONU clusters are connected to a ring-configured feeder fiber. 

Traffic distribution within the cluster was carried through power splitters whereas the 

a8gregated cluster-traffic on the feeder ring employed wavelength routing using active 

ubsystems (with optical-electronic-optical conversion). Scheduling and other MAC-layer 

ated functionalities were carried out centrally at the access node (where OLT is co-



Subsequently, in order to reach the network services to all sections of customers, 

the distribution nodes were moved closer to the user-premises with a completely passive 

distribution between the OLT and ON Us leading to a tree topology. These access 

networks are called WDM-based passive optical networks (WDMPONs). They can be 

power-splitting (broadcast-select services) type, wavelength-routed (switched services) 

type or a combination of both, depending upon the local telecom needs. An optical 

channel in a wavelength-routed PON experiences low splitting loss and is transparent to 

the line rate, data format and transmission protocols, lending itself to a smooth up- 

gradation path. Arrayed waveguide grating (AWG) devices which feature low insertion 

loss, periodic routing and spatial wavelength reuse, play a pivotal role in realizing 

efficient wavelength-routed WDMPONs. WDMPONs are emerging as the next 

evolutionary step towards realizing FTTx technology in the service-driven access network 

segment.

In order to support large customer-base whose per-user bandwidth requirements are 

nominal, PONs employing hybrid technologies prove to be more cost-effective. Hybrid 

PONs with TDM and subcarrier multiplexing (SCM) techniques along with WDM, viz., 

WDM-TDM [SJSS05] and WDM-SCM [KaHa06] configurations have been investigated 

in several experimental studies. However the scalability o f the network is limited in the 

former (TDM) due to the high operating (aggregate) speed requirements by the ONUs 

and beat noise effects amongst the RF carriers, in the latter (SCM) case. In this regard, a 

relatively new multiple access technique, optical code division multiple access (OCDMA) 

is also being considered as a possible solution for the PON segment [KiWW06]. OCDMA 

systems are suitable for carrying bursty data traffic with asynchronous communication, 

obviating the need for either synchronization (as in TDMPONs) or tunability (as in 

WDMPONs) of the ONU transceivers. Further, it has the potential to maintain the service 

quality of heterogeneous services (expected in future PON traffic) through multi-rate 

coding [MaVi98]. OCDMA-based PONs can be realized with the help of passive devices, 

like Fiber Bragg Grating (FBG) for encoding/decoding the information bits. FBGs are 

more amenable for mass fabrication compared to the fiber delay-line based codecs that 

were used earlier. However interference from simultaneous users limits the scalability of 

OCDMA-based PONs. Hence, a more useful way to exploit the inherent advantages of 

OCDMA is to use it in conjunction with WDM (called W-OCDM PONs). Such 

realizations o f W-OCDM PONs offer secure (in-built due to encoding process) 

connections with modular (in terms of optical code size) scalability.
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1.3 Some Major Issues and Motivation for Research

Like any promising technology, WDMOAN too has its own share of challenges to be 

overcome before its intrinsic benefits are harnessed for the needs of a true FTTx solution. 

In order to utilize the benefit o f WDM, WDMOANs need appropriate MAC protocols 

with suitable network and AN configurations. Furthermore, as mentioned earlier clusters 

of users belonging to passive stars or trees need to communicate amongst themselves 

through fiber backbone for intercluster traffic.

In our first research problem, we investigate the MAC protocols for a WDMOAN 

with passive-star based clusters interconnected by fiber ring as backbone (feeder). We 

investigate some methods of reducing contention in the control channel to improve 

throughput in data channels. Further, we incorporate priority queuing in the MAC 

protocol for handling multi-service (real-time and non-real-time) traffic in the feeder 

network and carry out delay analysis for two different priority queuing methods.

With growing subscriber population, a network designer has to find improved ways 

of multiplexing downstream channels as well as use novel access mechanisms for 

upstream transmissions. In future the upstream traffic will gradually grow and upstream- 

to-downstream traffic ratios exceeding 1:2 (eg., 1: 0.75 and 1:0.9) may not be uncommon. 

Thus, in our next research problem we carry out investigations on the problem of resource 

provisioning in W-OCDM PON. We propose a hybrid architecture which utilizes 

WDM/WDMA and OCDM/OCDMA in an integrated way to support a large number of 

bidirectional transmissions. An analytical formulation for evaluating upstream and 

downstream data throughputs, using a heuristic estimate for code allocation is carried out. 

Based on the analysis, we attempt to reach an optimum resource allocation for a user- 

cluster, in terms of appropriate figures of merit for PON performance.

Service transparency and link upgradeability can be effectively realized only on 

WDMPONs employing wavelength routing. However the cost-effectiveness of such a 

WDM PONs depends on optimization of link power budget, which needs a systematic 

Study of various factors affecting the routed WDM channels through AWG used in the 

RN. In our next problem, we take up a WDMPON configuration, which uses an AWG to 

Perform channel distribution at the remote node using wavelength routing. AWG being a 

Passive routing device is particularly preferred in RNs with either high fan-out, single- 

a§e distribution or with multiple-stage distribution. We develop an analytical model to 

dy 'mpact o f impairments resulting from non-ideal nature o f the laser spectrum,
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routing device, co-channel interference on physical-layer performance of the receivers, 

viz., crosstalk power, beat noise, non-uniform power distribution in AWG and their 

manifestation as bit-error rates (BER) at various AWG output ports.

1.4 Thesis Contributions

As discussed in the foregoing, the following investigations have been carried out in the 

present thesis:

• Investigations on MAC protocols to implement in a WDMOAN with ring-on-stars 

topology, wherein passive stars form the local cluster of ONUs and the clusters are

interconnected using a WDM ring.

Proposed a scheduler-based access node configuration, which centrally 

coordinates intra/inter-cluster transmissions using two separate MAC protocols 

Performance analysis of the proposed intra-cluster MAC protocols using pre

transmission coordination through event-driven computer simulation 

Performance analysis of the proposed inter-cluster communication protocols using 

queuing models

• Studies on resource provisioning in W-OCDM PONs with asymmetric traffic 

distribution for upstream/downstream communications

- Analytical modeling of upstream and downstream data throughput for a given 

traffic asymmetry with and without contention for shared codes in the upstream 

channels

- Performance analysis of upstream and downstream communications of aggregate 

throughput rate using the developed analytical models

Studies on the methodologies for scalable resource provisioning (optical codes per 

wavelength as the resource divided between upstream and d o w n s tre a m  

communication) in a W-OCDM PON, based on the overall t h r o u g h p u t  estim a tes  

for the PON using the developed throughput models.

• Studies on transmission impairments in AWG-based WDMPONs

- Development of a novel analytical model to estimate the signal and in te rc h a n n e l 

crosstalk p o w e r  levels at AWG o u tp u t  ports using a f r e q u e n c y - to - s p a t i a 

domain transformation of non-ideal laser spectrum
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- Studies on BER performance for downstream communication through AWG and 

evaluation of BER variation across the AWG ports leading to the assessment of 

scalability o f AWG-based RNs in WDMPONs

1.5 Thesis Organization

The rest of the thesis is organized in the following manner. Chapter2 provides 

background for WDMOANs with a brief account of the related studies and developments 

reported in the literature. Chapter 3 deals with the studies on MAC protocols for a 

employing ring-on-stars topology for intracluster as well as intercluster communications. 

Chapter 4 presents the studies on resource provisioning using throughput analysis in a W- 

OCDM PON for asymmetric traffic distribution for upstream/downstream 

communication. Chapter 5 deals with physical-layer performance in a wavelength-routed 

WDMPON employing an AWG as its RN. Finally Chapter 6 presents the concluding 

remarks on our investigations followed by some discussion on the possible future scope 

of the work.
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CHAPTER 2

WDM-Based Optical Access Networks -  An Overview

2.1 Introduction

Over the last two decades, several configurations for WDMOANs have emerged,

uncovering various issues involved in deriving the benefits of a dedicated wavelength per

ONU. Most of the early studies on access networks focused more on the traffic

aggregation issues of the feeder segment compared to the distribution segment [SaSi99]

and mainly targeted corporate user premises [MoBa99], One of the early WDMOAN

architectures which supported dedicated wavelengths per every ONU was proposed by

Modiano et. al. [MoBaOO] which employed a ring-on-stars topology with the ONUs

equipped with elaborate transceiver units. The distribution segment was configured

generally in a star topology with the hub located in the AN collocated with the CO as

shown in Fig.2.1. The AN was designed to handle data traffic within the local cluster all-

optically through a passive star coupler (PSC) and the inter-cluster (between clusters)

traffic through OEO conversion mechanisms. In fact way back in 1989, Wagner et al.

conducted an experimental demonstration on passive photonic loop architectures using

1 6 -ch an n e l A W G - r o u t e r  in  a d o u b le - s ta r  c o n f ig u r a t io n  [WaLe89]. T h e i r  s tu d y  e s ta b l is h e d

the fact that a significant amount of cost-reduction can be achieved as compared to the

dedicated fiber connectivity to a residential user or a small business customer.

In subsequently proposed WDMOAN1 configurations, the distribution node

separated from the AN, brought closer to the user premises and was called RN.

ONUs had a point-to-multipoint connectivity to the RN with either a star or more su’ y

a tree topology. The main objective driving this change has been presumably to

WDM-based access network deployments as cost-effective as possible through pas

Thus WDMOAN and WDMPON became eventually synonymous with WDMPONs referred more 
Popularly to imply the passive tree topologies.
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Fig. 2.1. Typical Network Configuration of a WDMOAN

distribution and increased sharing with branched connectivity. Thus topologically the 

ring-on-star based architecture gave way to the tree-based configurations so that more and 

more users can be connected with minimal fiber laying overhead per user. As a 

consequence, the transceiver and MAC units (of erstwhile AN) constituted the OLT 

which along with the distribution portion between OLT and ONUs came to be known as a 

WDM passive optical network (WDMPON). With time, the distribution segment in a 

PON grew in size and the attendant implementation issues drew considerable attention 

from the research community [FMDP94] and [ZJSK95], Accordingly several WDMPON 

architectures were proposed and studied experimentally as well as analytically for their 

cost effectiveness, efficiency and scalability. In our subsequent discussion, we consider 

some important aspects of WDMPONs and mention briefly the reported work on each 

aspect as evident through recent literature.

Deployment point of view, the intervening portion between the OLT and the ONUs 

also called the optical distribution network (ODN), is crucial for a WDMPON. An ODN 

fabric consists of a branching device whose input port is joined to the OLT through a 

relatively long and shared fiber segment and output ports are connected to the ONUs 

through distribution fibers. The branching device accomplishes channel separation using 

either power splitters and/or wavelength routing devices. For small split-ratios (<16), 

power-splitter based RNs are adequate whereas for higher split-ratios, router based 

remote nodes [BaFM98] offer better technical advantages. Thus we have two categories 

of WDMPONs, based on the type of ODN employed.
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Power Splitter-based WDMPONs

Typically a power splitter-based PON (PSPON) employs 1 x N transmissive passive star 

coupler (PSC) in the RN to distribute the signal power entering the input port into N  

output ports. Thus the RN distributes/collects the data channels in a broadcast-select 

mode. Most of the early PSPON configurations were coarse WDMPONs, which 

employed WDM only to distinguish upstream and downstream transmissions with widely 

separated transmission windows as shown in Fig. 2.2a. Such coarse WDMPONs used 

TDM/TDMA transmission to distinguish the data channels. For instance in APONs and 

BPONs the desired channel is identified and selected through either ATM cell header or 

the time-slot depending upon the type of protocol used [ltut98].

On the other hand, in regular WDMPONs [MoBaOO], the channels are identified by 

their carrier wavelengths and selected through tunable transceivers. This mechanism 

might make upstream transmission expensive for the ONUs. For this reason, more 

economical PSPON configurations employ single carrier transmitters in the ONUs and 

burst-mode receivers in the OLT while using a TDMA protocol for the upstream. Main 

advantage of a PSPON is that, depending upon the communication requirements, an ONU 

can dynamically 0NU|

Vary ,ts share o f bandwidth on a upstream/downstream channel simply by increasing its 

usage slots without the need for any allocation algorithm. As long as no single ONU 

grabs Unduly large portions of bandwidth, this feature helps in increasing the provisioning 

asPect of a PON. Further PSPONs offer service providers, the flexibility to determine the 

SpIlt ratio at a particular deployment site without affecting the ONU transceiver design 

I HJZ98], However since the line rate is shared amongst the ONUs, scalability of such
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configurations is limited in terms of user-bandwidth and power budget (due to splitting 

loss).
Hybrid PONs based on WDM/SCM, WDM/TDM and WDM/OCDM employ PSCs 

along with routing devices in multi-stage RN configurations. In such networks relatively 

high overall user-counts are achieved, by operating each PSC (with low port-counts) on a 

different optical carrier, which are multiplexed/demultiplexed through a wavelength 

router. The broadcast nature of PSPONs is not only ideal for delivering community 

services in downstream channels, but can also be used for sending control channel 

information to coordinate the upstream transmissions [MoBa99] .

Wavelength Router-based WDMPONs

Switched type of service distribution can be implemented by employing wavelength 

router-based PONs. Dispersive devices like AWG are most extensively used in the RN 

configurations of such PONs, as evident from the literature [FMDP94], [ZJSK95]. AWGs 

have many desirable attributes of a distribution node like fixed insertion loss (~6 dB) and 

good crosstalk performance (35 to30 dB) irrespective of port count. In such PONs two 

important properties of an AWG viz., free spectral range (FSR) and coarseness, are 

extensively exploited for enhancing the network connectivity pattern. FSR is the 

periodicity with which higher order frequencies on the WDM grid are routed to the same

Fig.2.2b. Routed-based WDMPON architecture

Coarseness of an AWG determines the number of contiguously routed c h a n n e ls  to an 

output port.

With appropriately chosen value of coarseness, desired number of channels 

dropped at each output port and the rest passed on to the next stage of distribution-
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Similarly, FSR of an AWG can be used to separate upstream and downstream 

transmissions on a single distribution fiber between an OLT-ONU pair, as shown in 

Fig.2.2b. FSR and coarseness have also been usefully exploited in multi-stage PON 

configurations to study the optimum connectivity pattern between a large number of users 

with an overall utilization o f optical bandwidth [MMPS01]. Multiple FSRs have been 

successfully utilized in realizing multiple cascaded stages of AWG-based RNs which can 

serve a very large number o f ONUs with reduced mean delay and increased throughput 

[MaRW03], Parker et al. exploited the cyclic properties (FSR) of AWG in a three stage 

PON through active and passive coarse AWGs to offer bidirectional addressing to up to 

6912 customers using only 24 wavelengths [PaFW98],

Kazovsky et al., proposed and examined some network architectures which can 

support the existing TDM-based PON services [AKGK04] while being readily 

upgradeable to WDM-based PON configurations. WDM techniques are used to separate 

the upgraded and the prevalent signal traffic with sufficient guard band to avoid crosstalk. 

The RN is a combination of AWG and PSC which seamlessly connects the users to all 

available network services. In yet another study, as reported by Fan et al., both AWG and 

PSC can be deployed in a parallel combination to achieve improved throughput-delay 

performance and protection against single point failures (as in the RN) [FaMR04]. In 

order to save on wavelength resources which are divided between upstream and 

downstream directions, same set of wavelengths have been spatially reused on separate 

fibers in some PONs like RITENET. Though this significantly reduces the inventory 

problem for the transceivers and very little additional loss due to doubled port-count, this 

approach incurs fiber-laying costs and fault-diagnosis problems in the outside plant.

2*2 Subsystems and Devices

Next, we consider the building blocks of WDMPONs, viz., the subsystems and the 

devices that are employed in the end terminals. We briefly discuss their salient features 

and review the relevant technology developments. A comprehensive report on the system 

requirements, device and manufacturing technologies for state-of the-art FTTx solutions 

Was glVen by Huang et al. in [HLXL07].

Remote Nodes

We focus our discussion more on AWG-based RNs as they are very popular choice for 

^DMPQNs. Wavelength granularity in the distribution segment o f wavelength-routed
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networks was made possible with the advent of AWG. AWG is advantageous for high 

channel counts (>16), amenable to monolithic integration (both Si-based and InP based) 

and is currently available in planar lightwave circuit form. Major network configurations 

based on AWG-routers have been extensively reviewed by Banerjee et al. in [BaFM98], 

Several experimental and theoretical studies were carried out since Smit’s work on 

AWG functionality [Smit88]. AWGs were continuously worked upon by various R&D 

groups world over, for improved frequency response in pass bands, minimal polarization

Arrayed
Input waveguides waveguides Output

w a v e g u id e s

Fig. 2.3. Arrayed Waveguide Grating

mode dispersion loss, temperature independence etc. [KGY099]. Temperature-controlled 

athermal AWGs eliminate the necessity for monitoring wavelength shift in the RN (which 

is located outdoors) and make the distribution system very reliable. There are several 

component manufacturers, offering athermal AWGs with 40 channels and 6 dB insertion 

losses as off-the-shelf products [Ligh07], Parker, et al., carried out studies on transform 

techniques which help in the designing flat pass bands (over 30% of the FSR) for AWG- 

based routers [PaWa99], AWGs are amenable to monolithic integration using silica 

waveguide technology to realize planar lightwave circuits (PLCs). However the 

birefringence of the waveguides in PLCs makes the AWG polarization sensitive. 

Experimental studies were carried out to overcome this problem through a  compensation 

technique in the etching process, which improves mutual coupling of array waveguides 

[NWLM99]. This technique enabled them to realize polarization insensitive, low-loss (4-5 

dB) and adiabatic (temperature independent) AWGs with cross-talk levels as low as 40 

dB. Other efforts directed towards crosstalk reduction suggested the use of cascade  

connection of integrated band-pass AWGs to the original AWG, to implement AWGs 

with extremely low crosstalk levels of < 80 dB [KK.IH05]. InP-based AWGs have good 

potential to integrate with other active devices (like detector and lasers) in the ch'p
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fabrication process, but are subject to coupling losses. Zimgibl etal., demonstrated a 15 x 

15 AWG on InP with an FSR of 10.5 nm and channel spacing of 0.7 nm in the 1550 nm 

region. The on-chip insertion loss was only 2-4 dB and the residual cross talk better than 

25 dB [ZiDJ92],

PSCs have traditionally been used in most of the early RN implementations, as they 

were low-cost and readily available. In spite of their splitting losses, PSC-based RNs do 

not as yet have a clear alternative for carrying broadcast and select based transmissions in 

PONs. They are used in combination with AWGs to realize hybrid RNs to support WDM- 

TDM PON, wherein the individual strengths of both the devices are appropriately utilized 

[SJSS05],

Optical Transceivers

Transmitter/receiver (or transceiver) sections are crucial for the design of any 

communication link, as they ultimately determine the link power budget. Typically Class- 

B PONs (which are most common), have a power budget of 20-25 dB. Transceivers have 

the ability to compensate for signal impairments accumulated in the fiber channel by 

proper choice of system parameters (transmitter power and receiver sensitivity). On the 

other side, non-ideal nature of the same transceiver alone can cause power penalties apart 

from other impairments like laser relative intensity noise (R1N), group velocity 

dispersion, multi path interference, mode partition noise, modal noise and modal 

dispersion [HLXL07], Non-linearity effects will surface mostly for analog video channels 

via self-phase and cross-phase modulation. Depending on the geographical distance of the 

link involved (from OLT to ONU), the effect of each of these factors will be different on 

the relevant channel quality. When burst-mode operation is considered in the upstream 

channels, the laser bias and modulation current must be adjusted with care. Here 

sensitivity, dynamic range and response time of the receiver are of paramount importance, 

for high speed data transfer.

Tunable transmitters and receivers are more appropriate for the OLT compared to 

due to cost concerns. Traditional tuning mechanisms like external cavity tuning and 

multi-section tuning [WoLA07] have their respective limitations related to tuning speeds 

( sec range in external cavity) and tuning ranges (a few nm in multi-section DFB lasers). 

Vertical cavity surface emitting lasers (VCSELs) are gaining popularity for their tuning 

Speeds of a few Ms and tuning range o f 10-20 nm. The tuning mechanism is based on a
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micro-electromechanical system structure and can be operated in both 1.3 (im and 1.5 nm 

wavelength regions. Tunable receivers are generally realized using a tunable optical filter 

in front of a broadband photodetector. New integrated CMOS devices based on metal- 

oxide semiconductor have also been reported, which offer nanosecond speed receivers for 

both 1550- and 850-nm systems [CCMH05].

2.3 MAC Protocols and Scheduling

The role of MAC layer has been predominantly arbitration of access amongst several 

simultaneous users in the upstream with minimal contention. With the advent of EPON 

standard, research efforts were intensified for improving the bandwidth efficiency of 1P- 

traffic-carrying TDM PONs. In this direction, Kramer et al. employed interleaved polling 

to introduce dynamic bandwidth allocation (DBA) amongst the ONUs. While DBA issue 

is limited to scheduling upstream transmissions on a single wavelength in TDMPONs, in 

a WDMPON, it should take into account different wavelengths allocated for upstream 

transmissions. Recently online scheduling methods were suggested for the WDM upgrade 

of EPON to achieve lower delays at higher loads [McRe06]. In WDMPONs, since each 

ONU’s transmissions are on distinct wavelength channels, MAC protocols and 

scheduling algorithms are employed mostly for either addressing scalability aspects or 

incorporating QoS issues. For instance, a scheduler-based access node in [MoBaOO] 

coordinates the inbound and outbound traffic to support unsynchronized communication. 

Further the MAC protocol includes ‘look-ahead’ feature in the scheduling algorithm, to 

overcome receiver contention. Kamiyama incorporated collision avoidance schemes in 

the MAC layer to contain packet collisions in PSCs, which are deployed between the 

AWGs and the user nodes for a scalable configuration [Kami05]. For AWG-based 

wavelength-routed WDMPONs, Spencer et a l,  proposed a MAC protocol which does not 

need a centralized controller at the OLT [SpSoOO], Every ONU operates on WDM 

request/allocate protocol called WRAP, through in-band signaling. They studied and 

compared the performance of different allocation algorithms under the protocol for 

finding the suitability of each under heavy to light loads of data traffic.

In order to guarantee fairness between upstream and downstream traffic and provid 

efficient communication between OLT and ONUs, scheduling algorithms were executed 

based on time-bound batch frames, so that the data frame with earliest departure time is 

scheduled first [KKIH05], This improved the operational efficiency o f the centrally
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tunable sources at the OLT. In their study [BoJK05], the authors proposed a MAC 

protocol for AWG-based networks which used OEO conversion to prioritize virtual 

output queues to realize QoS. Spatial wavelength reuse property of AWG is utilized to 

send both control channel and data channel information simultaneously to all ONUs. 

Wide-area network (WAN) technology like optical burst switching was investigated for 

handling high-speed, bursty, IP traffic in PONs in a recent study [SeVPOV], By 

aggregating the data frames into bursts, provides ample scope for the OLT to carry on 

scheduling exercise with less number of constraints. This also indicates the possibility of 

the transparent integration of WANs with PONs in near future through optical packet

switching.

2.4 Resource Management
Operational efficiency of a WDMPON deployment depends on the way available 

resources are managed, without sacrificing the service quality. According to one st y, 

80% of a customer’s bill is determined by the ONU cost. For this reason, most of the 

research efforts in WDMPON have been towards reducing the cost of ONU, especially 

the transmitter section. In the downstream, WDMPON systems used either simultaneous 

(multi-wavelength source) transmission or bit-interleaved (chirped pulse s ) 

transmission.
One of the earliest WDMPON configurations to address the resource management 

issue was, RITENET which employed re-modulation techniques on continuous optical 

bursts, sent from the OLT on downstream channels. However this arrangement increased 

the RIN due to lower laser extinction ratio and beat noise, both of which affect th 'g 

quality of the existing downstream transmissions. Further an external modulato 

ONU cannot be a cost-effective solution until the relevant device technology becomes 

more matured.

Research efforts were oriented towards making the transceiver simpler and 

by developing colorless or wavelength-selection free ONUs in order to overc 

inventory problem. Several techniques have been demonstrated, such as, spectral sliced 

broadband light source, injection-locked FP lasers and reflective semiconducto p 

amplifiers (RSOA). These devices were utilized to generate the optical carrier power 

from a centralized site (either OLT or RN) whose cost can be shared. Since the device
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be wavelength-tuned by external means through injected signals, resources can be 

optimally provisioned.

Another attempt came from Jung et al. [JSLC98], who employed spectral-sliced 

broadband spectrum of an 1.5 ĵ m LED for upstream transmissions and spectral-sliced 

amplified spontaneous emission from a fiber amplifier for downstream transmissions. 

Bandpass filters and Erbium-doped fiber amplifier (EDFA) were deployed in the OLT, to 

ensure that the passband is within the FSR of the AWG and also to compensate for the 

optical power loss due to slicing (about 10 dB). However crosstalk and loss in spectral- 

sliced signals were found to be too high for access systems, unless power equalization of 

received signals is done [Feld97].

In [CCTC02], each ONU used a low-cost Fabry-Perot (FP) laser which was 

injection-locked with the downstream wavelength and then directly modulated with 

upstream data. Under certain operating conditions, the original data on the downstream 

wavelength is largely suppressed so that a single wavelength manages the up-link and 

down-link traffic in a half-duplex mode. Another way of isolating the bidirectional traffic 

was to employ different modulation formats like optical frequency shift keying in 

downstream and ON-OFF keying in the upstream channels as reported in [DCCT03].

Subsequently RSOAs were deployed in the ONUs which played the role of both a 

modulator and an amplifier for upstream transmissions, on wavelength seeding them with 

spectral slices generated at the OLT [HTFM01], Recently Wong et al, re p o rte d  the 

feasibility of a self-seeding RSOA which receives the seeding light from a reflected 

spectrum off an FBG device located at the RN [WoLA07] as shown in the block 

schematic of Fig.2.4. This arrangement not only relieves the hardware burden on the 

OLT, but also incurs less reflective path losses compared to the OLT-generated seed ed

Fig.2.4. WDMPON architectures with colorless ONUs [WoLA07]
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scheme, due to the relative proximity of the ONU. However, losses due to Rayleigh back- 

scatter have to be contained through circulators and isolators at the entry/exit points of the 

RN and ONUs. By using identical devices in user premises, the production costs reduce 

considerably. In another study as reported in [KaHa06], the RSOA remodulates the 

downstream light with a radio frequency sub-carrier, obviating the need for a separate 

seeding source from either OLT or RN. This results in a hybrid WDM/SCM PON which 

offers resources in both optical and microwave domain. We next consider some of the 

landmark testbed studies and field trials which took place in various parts of the globe in 

an attempt to find viability for WDMPON technology and systems.

2.5 Testbed Studies and Field Trials
Feasibility studies and field trials are indicative of the demand and acceptability for the 

technology in question. Several organizations and universities in different parts of the 

world participated in this development activity by forming various consortia and initiating 

research projects. Most of them employed purely passive architectures while some more 

ambitious projects included active configurations. We briefly discuss about the salient 

aspects of some such major studies.

LARNET

LARNET is an acronym for local access router network (mentioned earlier briefly) and is 

one of the first few model- architectures for WDMPON, which were proposed from 

AT&T labs. It employs broadband edge-emitting LED sources in the ONUs and multi 

frequency laser in the OLT as shown in Fig.2.5. Upstream and downstream signals a 

separated by 1.3/1.5 urn WDM couplers. The downstream WDM signal carries the
OKU,

I" ’
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burst-mode
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Fig.2.5. LARNET Architecture [ZJSK.95]
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information for the ONUs on N  distinct wavelengths. In the upstream direction, 

modulated LED output spectrum is spliced at the AWG-RN ports. As a result the data 

generated at each ONU, reaches the OLT in distinct spectral portions of the 1.3 pi 

wavelength-window. The spectral slices arriving at the CO are demultiplexed with a 

second AWG and recovered by the receiver. Upstream channels are shared using a 

TDMA scheme and a burst-mode receiver at the OLT. The architecture is cost effective 

for moderate line rates with no serious beat noise effects between spliced spectral 

portions. However for longer distances (>15 Km), power budget for upstream 

transmissions becomes constrained due to accumulated spectral losses in two AWGs.

RITENet

RITENet or remote interrogation of terminal network avoids a separate transmitter at the 

ONU altogether [FMDP94], The OLT consists of a tunable laser which uses the same 

optical carrier for generating downstream signal as well as for sending a burst of carrier 

power to the ONU for upstream transmission in a time-multiplexed manner. The ONU 

receivers are fixed-tuned photo-detectors to extract distinct downstream transmissions. 

Every ONU taps the optical burst from the incoming signal and utilizes it for generating 

its upstream transmission through a modulator. Since both upstream and downstream 

signals are on the same wavelength, their propagation paths are separated through fibers, 

as shown in Fig.2.6. As a result the RN split ratio is doubled but does not incur any 

significant additional loss due to AWG. A tunable receiver at the ONU is set to receive 

the upstream

Fig.2.6. RITENET Architecture [FMDP94]
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transmissions in a TDMA mode. With this architecture RITENET reduces the ONU costs 

c o n s id e ra b ly  but is  limited in scalability due to the round-trip power losses fo r  the 

upstream signal. Further the overhead due to additional fiber-laying costs cannot be 

neglected in evaluating the overall network cost..

SuperPON:
SuperPON [VMVQOO] system was initiated under the auspices of European ACTS 

(advanced communication technology and services) project PLANET (photonic loop 

access network) with the intention to extend the capabilities of standard APON (ITU-T 

G.983). It supports a bit rate of 2.5 Gbps/311 Mbps (down/up), over a range of 100 km 

with a spitting factor of l:2048.The downstream and upstream transmission speeds are 

shared by the ONUs in TDM-mode. EDFA in the downstream and gain-switchable 

semiconductor optical amplifiers (SOA) in the upstream are employed in the feeder and

splitter junctions to boost the signal power as shown in Fig.2.8.

The scheduling and arbitrating functionalities of the OLT consist of maintaining 

virtual output queues for the access requests (from the ONUs) and sending permits to t 

ONUs. The MAC protocol uses cell scheduling algorithm to prioritize the queues and 

thus incorporates QoS for the TDM-based network. In this context, synchronization o 

ONU transmissions becomes a challenging task for the Super PON. Further burst 

transmission in the upstream direction becomes equally daunting and requires 

receivers to support large dynamic range, high sensitivity and dynamic threshold g 

(due to DC

Fig.2.7 . The Super PON architecture [VMVQOO]
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level variation). The demonstrator was presented in a European conference (ECOC’99) 

and connected to an all-optical core network (PELlCAN-pan European lightwave core 

and access network) between Paris and Brussels for a successful feasibility study. It was 

learnt from the study that, in spite of overall reduction in operational and maintenance 

cost due to larger sharing, the component cost was still high and needed more mature 

technology to make the prototype widely acceptable for deployment.

SONATA
Another testbed study, called SONATA, was underway, which employed wavelength 

routers for service distribution, unlike the power splitter-based SuperPON. The project 

was under European Union’s ACTS program and conducted studies on the access portion 

of a nation-wide network, employing static wavelength-routed PONs connected in a mesh 

topology [BLMNOO].

It employed a combination of TDMA and WDMA mechanisms based on 

reservations to connect 400 PONs with 50,000 terminals per PON and 622 Mbps 

maximum rate per terminal. A passive wavelength-routing node supported 801 x 801 

ports with an estimated throughput of 200 Tbps over a 1000 Km range. It allocated a 

specific timeslot-wavelength combination to the terminals (ONUs) upon their request. 

Every network terminal was equipped with a tunable transmitter/ receiver pair for data 

traffic and a fixed transmitter/
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receiver pair for signaling. Each PON shared the same wavelength for all its ONUs and so 

multicasting was possible within a PON. SONATA was an ambitious project with a 

centralized network controller managing the resource allocation procedures. Additional 

ports were available on the router for allocating capacity dynamically with actively 

controlled wavelength converter trays as shown in the figure. The centralized network 

controller employs exhaustive resource allocation algorithms and logical topology design 

models to carry the stupendous task. This project established the feasibility of passive 

network structure on a huge scale by incorporating both static and programmable 

components in a passive wavelength router.

NGI-ONRAMP

One of the first major initiatives to explore the viability of WDM OANs supporting the 

fast emerging IP-based traffic was taken by NGI-ONRAMP (next generation internet- 

optical network for regional access with multi-protocols) program through DARPA 

(defense advanced research projects agency) of USA. Its mission was to develop 

reconfigurable WDM testbed and carry out the study of physical and network layer 

architectures for efficient traffic management. The architecture consisted of a feeder ring 

connecting several distribution segments through ANs. The testbed deployed 

reconfigurable ANs capable of

N a

Fig.2.9. ONRAMP Architecture [FHRKOO] 
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both all-optical and opaque switching to transport the IP traffic. The research focus in 

ONRAMP was more on exploiting the networking features of WDM through the AN than 

optimizing the cost of the distribution segment. The network incorporated several 

advanced features, like, logical topology reconfiguration, optical by-pass, protection 

switching and service restoration to support heterogeneous traffic formats through WDM- 

aware IP layer. Further, each node had a local network management station to control its 

components. With this set up the feeder covered 100 to 1000 square miles of geographical 

area with 10 to 20 nodes. Distribution network connected 100 or more business premises 

each with about 1 Gbps user data rate.

SUCCESS
In recent past, a testbed study was reported from Stanford University Access program 

(SUCCESS), which was developed to provide a smooth migratory path for existing PON 

configurations based on TDM towards futuristic architecture of a WDMPON. SUCCESS 

allows a user to be backward compatible with other users attached to TDMPONs while 

providing services on a dense WDMPON (DWDM PON). For this reason, the system 

incorporates both star couplers and AWGs in the RNs as shown in Fig.2.10. The network 

employs ring-on-stars topology like ONRAMP with the collector ring running through 

the RNs which are the centre of the stars. If RN is a PSC, one dedicated wavelength on 

DWDM grid is used for downstream transmissions from OLT and ONUs use a 

wavelength on the coarse-WDM (CWDM) grid for upstream transmissions. On the other 

hand, when RN employs an AWG, each ONU has a dedicated wavelength on the DWDM 

grid to communicate with OLT. The architecture employs fast tunable transmitters and 

receivers at the OLT which are shared by the ONUs. The OLT in addition to generating 

downstream data traffic, also provides continuous bursts of optical carrier power to the 

ONUs for upstream transmission, in a half-duplex mode [AKGK04]. The network 

achieves traffic balancing by integrating CWDM/TDM-based PONs serving about a 100 

residential users and DWDM TDM-based stars serving about 60 corporations on single 

infrastructure. Data packet transmissions at a line rate of 1.25Gbps over a 22.5 km range 

were supported. Further, a MAC protocol based on batch scheduling algorithm was 

employed which allowed for priority queuing by scheduling the packet transmissions over 

multiple frames. This algorithm
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achieved efficient coordination of bidirectional transmissions between the OLT and 

ONUs, with relatively small number of transmitters and receivers. For example as shown 

in Fig. 2.10, 12 user transmissions can be scheduled using only 4 wavelengths through 

AWG/PSC RNs with the help of the algorithm.

2.6 Summary

In this chapter, we presented a comprehensive review of various research activitie 

technological developments in the area of WDMOANs/WDMPONs as reported from 

different parts of the world. We considered various aspects of its network architecture 

viz., network configurations, subsystems, resource management, MAC protocols 

outlined the state-of-art in each category. Finally we selected a few landmark 

studies on WDMPONs and highlighted their salient features.
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CHAPTER 3

MAC Protocols for a WDMOAN with Ring-on-Stars Topology

3.1 Introduction
WDMOANs have the capability to support high-bandwidth services such as 

videoconferencing, video-on-demand, high-definition TV, graphics-intensive interactive 

games and distributed computing which in turn have the potential to generate sizable 

revenues for the network operators and service providers. The targeted user-premises for 

such applications generally consists of either a multi-storey dwelling, a commercial 

complex, a campus LAN or a business house who can share the associated cost of rather 

high-end WDM transceivers located in the ONUs. In order to keep the revenues flowing 

in, present day telecom service sector needs to introduce flexible service provisioning and 

dynamic resource-allocation schemes with QoS guarantees in the OANs. WDMOANs are 

capable of taking this challenge, while serving as fault tolerant future network-upgrades 

for “last mile” solutions. In order to provide QoS-aware services, they need to employ 

suitable coordination schemes and scheduling algorithms in the MAC layer, to meet the 

demands of a particular application.

MAC protocols play a very important role in WDMOANs, where the available 

wavelengths have to be optimally utilized for carrying both data transmissions as well as 

control information for proper coordination between the OLT and the ONUs. In order to 

increase the throughput in data channels, the contention in control channels needs to be 

minimized. This might require more wavelengths for handling the access requests from 

ONUs. At the same time any amount of reduction in wavelength count for data 

annels can affect the network scalability at the cost of improved network performance. 

Urther, in order to differentiate between real time (voice and video) and non-real time 

te) services, appropriate scheduling algorithms should be incorporated in the MAC 

°col. Several studies were reported on access protocols in high-speed optical LANs 

Us,ng passive star topology [HaKS87], [JiMu92] and [Mehr90]. They mainly focused on 

tention reduction aspects in the control channels and receivers for data traffic. One of 

studies to address the multicast issues in a broadcast-and-select WDMOAN was
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from [Modi98] for an asynchronous communication. Over a short span OANs adopted 

router-based architectures which have different issues to deal at the MAC layer, a brief 

review for which we provided in Chapter 2.

A WDMOAN might employ, in general, a hierarchical connectivity consisting of 

several collection and distribution (CD) segments interconnected by an access backbone 

(called feeder segment). As the name implies, a CD segment is a cluster of several ONUs, 

and usually interconnected with a star or a tree topology to an OLT. Thus, each OLT 

would provide services to (through the respective ONUs) several clusters of closely 

located subscribers who have high bandwidth requirements. In the early configurations of 

OAN, AN was in the place of OLT with some additional functionality to coordinate all 

the transmissions into and out of the OAN. In this chapter, we consider some additional 

functionality for the node and hence use the earlier terminology (i.e., AN) for OLT.

The access backbone network may connect the individual CD clusters using a 

bus/ring topology through their respective ANs to the regional servers/databases and to 

higher levels of network hierarchy. A star-based architecture employing passive power- 

splitters is optimum for an access network of moderate size (10-20 ONUs) with short 

spans (a few kms, typically), in which distribution of downstream (video distribution, 

typically) channels to a small group of ONUs is the main objective. For larger size CD 

segments, with medium- to long-reach spans (10-20 km), tree topology would prove more 

cost effective. Such realization of OANs with tree topology usually employs a remote 

node (RN) in between AN and the cluster of ONUs, wherein an RN uses a passive star 

coupler for collection/distribution of upstream/downstream traffic. Power budget of su 

OANs can be further trimmed by using arrayed-waveguide grating (AWG) as pass' 

wavelength router in an RN. In both cases (i.e., star or tree topology) the pass 

transmission portion of the CD segment between the OLT/ AN and the ONUs is called 

PON, which is cheaper and easier to maintain. The ONUs in a CD segment might use 

various multiplexing techniques, viz., TDM, WDM, SCM, as well as several media® 

access control (MAC) techniques, viz., TDMA, WDMA and OCDMA on thei 

downstream/upstream transmissions. In this chapter, we consider only star-coupler base 

distribution segment for OAN employing WDM/WDMA techniques. Router-based PO 

are considered in subsequent chapters.

When an access network has to support interactive services while caI^  

considerable upstream TPS (triple play service) traffic, the ANs need to be active, ^  

optical/electronic/optical (O-E-O) conversion. This ensures QoS-based bandwi
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management with priorities for real-time service traffic. The requisite signal processing 

and buffer management functions have to be carried out in the electronic domain. 

Generally a MAC

Fig.3.1. A  WDM-based optical access network with stars as local clusters 

inter connected by a backbone ring (AN: Access Node; CO: Central 

Office; PSC: Passive Star Coupler; ONU: Optical Network Unit)

scheduler unit collocated with the access node, addresses these functionalities [MoBaOO],
TU

e cost of multiple transceivers and additional processing and memory requirements of 

the active node is shared not only by the ONUs in the local cluster but also by ONUs of 

other clusters that are connected to the feeder backbone for carrying intercluster traffic.

In this chapter, we consider a two-level hierarchical WDMOAN as shown in 

F'g-3.1. Each CD segment is a star-configured WDMPON operating with a broadcast- 

an<̂ sêect mechanism, where the ONUs belonging to the local cluster are connected to a 

tar coupler-based AN. The AN has a hybrid functionality. It employs passive 

mmunication (all optical) for intra-cluster data packets and active (O-E-O) 

mmunication for control packets. For intercluster traffic, communication is active for 

h data and control packets. A scheduler serves as an interface between CD and the 

der segments. It coordinates the intra-cluster traffic without any need for the user 

nals synchronize their transmissions. The scheduler is also responsible for 

arry'ng out priority queuing mechanisms while handling the inter-cluster traffic. The 

backbone segment in this network is a wavelength-routed WDM ring which uses 

ted set of wavelengths for transporting the intercluster data streams, 

be rest of the chapter is organized as follows. Section 3.2 describes the hierarchical 

architecture and the proposed access node configuration. Section 3.3 deals with
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two modified MAC protocols for intracluster (within a CD-cluster) and intercluster 

communication (among the clusters). In Section 3.3, we describe and present the results 

on the performance of the two MAC protocols obtained through simulation and analytical 

modeling. Finally, Section 3.4 presents the summary of the work.

3.2 Network Configuration
We have considered a WDM-based optical access network with a two-level hierarchical 

topology comprising of a feeder ring at a higher level and several passive-star-based CD 

clusters at a lower level, as shown in Fig. 3.1. Each passive star-based AN can support a 

moderately-sized network (in terms of ONUs and link span). The power budget for some 

typical cases have been estimated and shown in Table.3.1. We have considered an 

average AN/OLT-ONU link span of 10 km, a fiber attenuation of 0.25 dB/km and PIN 

detectors in the ONU transceivers. The maximum number of ONUs that each star 

coupler-based AN can support at different data rates along with the available power 

budget (excluding attenuation and power splitting losses) has been evaluated. It is found 

that, for typical laser transmit powers between -2 to 0 dBm the maximum number of 

ONUs that can be supported varies between 17-27 at 155 Mbps and 7-11 at 622 Mbps for 

a power budget of 20 dB. For data rates beyond lGbps, both the link span and the power 

budget are reduced by about 50% with pin-FET receivers. Thus a cluster size of 25 ONUs 

at 155 Mbps and of 10 ONUs at 622 Mbps can be easily s u p p o r te d  over the proposed 

OAN. For instance, if each ONU connects to about 10 users, the total num ber of uses 

served by the CD cluster would be 250 and 100 for the two examples respectively.

It may be noted that, there are two types of traffic flow through the AN, v 

intracluster traffic (i.e., from one ONU at a user interface to another within a cluster) and 

intercluster traffic (i.e., between ONUs of different clusters through the access backbone). 

Intercluster traffic is further classified into two types: incoming and outgoing. As 

depicted in the figure, the scheduler located in the AN schedules both intracluster an 

intercluster traffic.

Proposed AN Configuration

In order to establish an efficient communication for broadband services m suctl̂  

hierarchical access network, one needs to design an appropriate AN, which will ovetf 

the communications within and between the clusters of the given access network. In v
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of this, we propose a configuration for the AN connected to each one of the clusters as 

shown in Fig. 3.3.

Each ONU is equipped with a fixed tuned transmitter (FT) at Ac for issuing 

upstream control packets (access requests), and a fixed tuned receiver (FR) at Ac, for 

receiving downstream control packets (access grants). In addition, the ONU has a tunable 

transmitter (TT) operating in the range (A\,...,Am,...,Xmk) to send data and a tunable 

receiver (TR) to

Table.3.1. Power Budget Calculations for Various Data Rates and Cluster Sizes

S. No Data Rate OLT Transmit 

Power, P/x

Max. ONUs

Now/

Power budget, dB 

{Ptx -Pfe-l OlogioAW i)

155 Mbps -10 dBm 3 21.23

^piiirc i iva

-36dBm; -5 dBm 8 22.00

10 km)
-2 dBm 17 21.70

0 dBm 27 21.69

2. 622 Mbps -10 dBm 1 22.00

^piiir j_> l t\X ocrii, 

Pgx'. -32 dBm; -5 dBm 3 22.23

10 km)
-2 dBm 7 21.55

0 dBm 11 21.59

3. 1.25 Gbps -10 dBm 3 11.23

Prx'. -26 dBm; 
5 km)

-5 dBm 10 11.00

-2 dBm 21 10.78

0 dBm 33 10.81

receive data on wavelengths (A\,...,Am). The wavelengths ( A \ , are assigned for 

intracluster data channels and can be broadcast directly (i.e., all-optical transmission) 

thr°ugh the passive star-coupler, but only the destined ONU will select and receive the 

data- Acousto-optically and electro-optically tuned lasers provide typically 20 nm range 

With tunin§ times of tens of ^s and are available at affordable price range. Further each 

^  has a dual-fiber connectivity (to the AN), whose installation cost would be shared 

by Several users for which the ONU serves as a concentration point.

For intracluster communication, control packets are converted into electrical domain 

atld St0red >n the request queues ( Q u . . . ,Q n) allocated for their respective source ONUs 

ich are subsequently transmitted on a separate wavelength Ac at the appropriate time
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instants as governed by the synchronization process (ranging) for the respective ONUs 

(discussed later in Section 3.3.1). Furthermore, for the intracluster communication, 

although control packets undergo O-E-O conversion at AN, data packets reach from 

source ONU to destination ONU via AN with end-to-end all-optical transmission at an 

appropriate wavelength from the pool of data wavelengths m). For intercluster

communication, control packets enter a separate global queue (GQ) in the scheduler, and 

data packets undergo OEO conversion at

Fig. 3. 2. Block Schematic of Functional Blocks in W DM OAN 

(FT/FR: Fixed tuned transmitter/ receiver; TT/TR: Tunable 

transmitter/ receiver)

the ANs of both source and destination CD clusters. As shown in Fig. 3.2, the module, 

termed as “scheduler” performs these functionalities with appropriate functional blocks 

The wavelengths k) are assigned to outgoing intercluster data pa£̂ e

reaching the AN, of the local cluster. Subsequently, using the information in the c 

packets of the global queue, separate headers are generated for the outgoing traffic - 

header generator (HG), which are attached to their corresponding O /E  converted 
packets, as shown in the Fig. 3.3. It may be noted that the e n d -to -e n d  delay 

intercluster packets may be significantly more than that of intracluster traffic due to ̂  

access contentions experienced in local and destination clusters and also because ̂  

queuing delays in buffers kept for intercluster scheduling. In view of this, we PrOp0Ŝ  

divide the intercluster packets into real-time (RT) and non-real-time (NRT) ^  

with some judicious priority awarded to the RT category of intercluster packets, 

packets are sorted into RT and NRT queues belonging to respective source 0 ^  

realizing QoS-based bandwidth management with priorities for RT * * *  

scheduler employs priority schemes (discussed in section 3.3.2) to order the RT/*
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packets and finally transmit them to the AN of the destined cluster on predetermined 

backbone wavelengths (Am,...,Abi), unique for a source-destination AN pair. The incomirj 

traffic on rest of the wavelengths in the pool (Am. -,Abi), constitute the pass-through traffic 

meant for other destination ANs and are not processed at the intermediate ANs.

The incoming intercluster packet at the respective destination AN is stripped off its 

header (which goes into the header-reader block of the scheduler) and the payload packets art 

queued up as shown in Fig. 3.3. The scheduler uses the information from the header reader 

and signals for the issue of access grants on Ac for these packets. Subsequently queueddaa 

packets are mapped into wavelengths (Am+],...,Am+k) through OEO conversion and broadcast 

through the star-coupler into the local cluster following similar synchronization process as 

used for intracluster packets.

3.3 MAC Protocols and their Performance Evaluation
In this section, we consider two protocols for assessing the channels for intracluster and 

intercluster communication in the proposed access network. Performance of the MAC 

protocol employed within the CD network (intracluster) is examined using compute 

simulation and the one employed in the access backbone (intercluster) network is examined 

using an analytical model.

3.3.1 Intracluster Communication
ofk

We have adopted a MAC protocol for intracluster communication from an earlier 

[MoBaOO] and modified the same for further improvisation. The protocol under consider 

is based on a scheduler as indicated in Fig. 3.2. All ONUs send their requests to 

scheduler, which is assumed to schedule (using ranging process) the requests and inf° 

ONUs when and on which wavelength to transmit. Upon receiving their ass ig n m en ts  ( 
grants), the source ONUs immediately tune to their particular w a v e le n g th  and tra 

Hence they need not maintain any local synchronization subsystem and timing inf°r 

Simultaneously the destination ONUs tune their transceivers to the w a v e le n g th  a s indicat^  
the access grant packet and start receiving data. We describe the protocol by addressing 

of its major features as described in the following.



Ranging:

The ranging process is able to overcome the effects of non uniform propagation delays 

between ONUs and AN, by measuring the round-trip delay of each ONU to the AN, and 

using that information to inform ONUs of their turn to transmit in a timely manner. In this 

way the transmissions of different terminals can be scheduled back-to-back, with some idle 

(guard) times between consecutive data packet transmissions. Unlike other systems where 

terminals need to range themselves to their ANs, only the AN needs to know this 

information.

Access Protocol:

For transmission of control packets by ONUs, one needs to employ an appropriate MAC 

protocol. The control packet lengths (access requests/ access grants) are much smaller than 

the data packet lengths (typically 100:1) and their co llis ion probability is relatively low even 

after considering repeated transmissions. Further, at the data rates in the range of hundreds of 

Mbps to a few Gbps, the high latency of the network renders protocols like CSMA/CD 

unsuitable. TDM allocation for control channel would mean that the ONUs should be 

synchronized whereas in our architecture we keep them asynchronous for simpler 

coordination. Hence we use pure (unslotted) ALOHA protocol for the control channel access. 

An ONU access request, contains the source- and destination-ONU addresses, state of its 

buffer queue (last request that was scheduled) and the duration for which it wishes to transmit 

(length of the queue). An ONU sends the access request again if  an “access grant’ is not 

received within a random time-out. Since access requests are sent on the control channel Ac at 

random, it is possible for two or more terminals to send their requests during overlapping 

time intervals. In such a case the transmissions would collide and not be received by th 

scheduler. However, since the reservation request messages are sent repeatedly, the schedule 

wiH eventually receive all requests. As the scheduler answers the requests, ONUs update t 

requests to reflect the changes in their request-queue and overcome receiver contention.

Scheduling;
n order to simplify the design of the scheduler, a slotted scheme is used where request 

made for fixed-size time slots and the scheduler maintains a slotted reservation system.

°Wever> it is important to note that the transmission timings of ONUs remain unslotted 

Synchronized. As stated earlier, ranging technique used by scheduler controls all the
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timing. The scheduling algorithm works by maintaining N request queues, each containing 

the transmission requests from one of the N  ONUs in the CD network. The algorithm is 

implemented on slot-by-slot basis, where requests are served on a first-come first-serve 

(FCFS) queuing model. In each slot, a given ONU can be scheduled for at the most one 

transmission and one reception. The algorithm visits every ONU in random order (in order to 

maintain fairness among the ONUs) and starting with the first request in the queue, it 

searches for the request that can be scheduled. The optimum slot time is chosen, taking into 

consideration the number of ONUs, network activity and the control packet size so that the 

slot utilization is maximized.

Look-Ahead:

In practice the number of requests served by the scheduler is limited by the wavelengths, M 

and head-of-line (HOL) blocking due to receiver contention. HOL blocking would result 

when the requests at the head of any two successive queues have the same destination ONU 

(receiver) address. Having scheduled an ONU to receive transmissions, the scheduler cannot 

serve the first request of the next queue, if it contends for the same ONU. In such situations 

the scheduler with look-ahead feature, will neither serve another queue nor wait for the 

contended receiver to get free, but instead look ahead into each input queue and schedule 

requests that are not necessarily at the head of the same queue. HOL blocking is reported 

[MoBa99] to limit the throughput of a FCFS input-queued switch to 58.5% (under uniform 

traffic conditions) even when the numbers of ONUs and channels are equal (without look

ahead) whereas the throughput can reach up to 81% with look-ahead. Interestingly, the 

throughput can be increased to 99% when the number of ONUs is higher than the data 

channels at relatively smaller values of look-ahead. This is because the probability that 

multiple ONUs have a packet at the HOL to the same destination is now reduced and also the 

algorithm has more requests to schedule the data transmissions from. Thus, an attempt t 

improve throughput using look-ahead becomes more effective when the system suffers fro 

high congestion with number of ONUs less than the number of available data wavelengths 

(channels).

Improved Access to Control Channel:

As the number of active ONUs increases, so does the chance of collision on the co 

channel, resulting in an increase in delay in refreshing the queue status at the AN 

bottleneck problem in the control channel can be alleviated with the increase m contro1
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channels. Thus both the collision on control channel and the pre-transmission coordination 

delay would be reduced. But at the same time the effective service rate would be decreased 

due to the reduction in the number of channels available for data transmission. In order to 

overcome this problem, SCM is introduced in the protocol, albeit with some additional 

hardware [Fon93]. In this scheme, control packets of each ONU are same optical carrier (Ac) 

in the passive star topology. Thus, each ONU used to modulate a unique microwave sub 

carrier, which is subsequently broadcast and will have a unique control channel and the 

hardware requirement for such SCM implementation would be as shown in Fig. 3.5. With 

this arrangement one can expect good performance at low and moderate loads. However at 

high loads, the performance will eventually degrade, because with the avoidance of collision 

in the control channel, there will be far too many requests than can be accommodated with 

the limited number of data channels. Hence at high loads, a packet is likely to face longer
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Fig. 3.4. Control packet transmission employing SCM

y than previous cases. However several issues need further attention in this respect. First, 

°mplexity of the ONU transceiver is increased with SCM brought in. Secondly, it may 

S in a physical-layer problem, as the total signal power in the control wavelength will be 

aSed Very much, thereby increasing the signal dependent shot noise at the receiver, 

fitting control packets at a reduced bit rate might alleviate this problem. Since the 

°* paĉ et length is a small fraction of that of a data packet, a little dilation of the control- 

j^ket duration (when applied with SCM) is not expected to affect the control channel 

Shput significantly. Since the size of the network is not going to be large (10-25 ONUs), 

311(1 the number of ONUs is not too large as compared to the number of wavelengths,
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practically SCM would be operating below the saturation limit. By computer simulation, the 

delay characteristics of this MAC protocol are evaluated and discussed in Section 3.4.

3.3.2 Intercluster Communication
For the intercluster communication, in order to differentiate real-time services from non-real 

time services, we adopt a MAC protocol which is based priority queuing. As mentioned 

earlier, the intercluster traffic between ANs on the backbone ring is classified into two 

categories: incoming intercluster traffic at an AN arriving from another AN via backbone 

ring and, outgoing intercluster traffic at an AN arriving from the ONUs in the local cluster. 

An outgoing intercluster packet arrives from its source ONU at the source AN (on 

after going through the ALOHA-based contention process (using control 

packet on fa), in the same way as the intracluster packets. The outgoing data packet is 

scheduled in the local AN (with RT/NRT based priority) and transmitted thereafter on 

appropriate backbone wavelengths and subsequently considered as an incoming intercluster 

packet at the destination AN. In an access network setting with fewer wavelengths as 

compared to long-haul backbones, instead of wavelength conversion it would be easier to 

make use of optical-electronic-optical conversion (more easily realizable) for mapping inter

cluster packets on one wavelength into the intra-cluster packets on another. O-E-O 

conversion is used for inter-cluster traffic to map the outgoing data packets on Xmi-i ■■■•hi-t

onto source-destination specific backbone/feeder wavelengths Xb\.....(an^ v'ce versa ̂or

the incoming data packets). Thus an incoming data packet at the destination AN, is f,rst 

converted into electronic domain for further processing. Each of these intercluster packets, 

after being received from the source ONUs in the source ANs and scheduled at the source 

AN, is transmitted towards the destination AN with a special header, which plays the role of 

control packet after reaching the destination AN. This header of an intercluster packet, wh’

is added at source AN, is stripped off at the destination AN and sent to the header reader
trol

(HR). The scheduler uses the information from the header reader and generates co 

packets on A c  (after O/E/O conversion) and stores them in a separate queue re fe r re d  t 

cluster queue (CQ). Similarly the data packets (after removal of headers) are queued P 

scheduling as shown in Fig. 3.3. The scheduler uses the information in  the control pa

issue access grants on Ac and transmit the data packets on (Am+\,...,A.m-k) t0 ^eSt 

ONUs.
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Dynamic Bandwidth Management

At the source AN, along with the intracluster control packet queues, there will be a separate 

queue for the control packets for outgoing intercluster traffic referred to as global queue (as 

mentioned earlier GQ). The scheduler will follow the same procedure as it does for 

intracluster traffic, but the data packets for different services are treated in a different manner 

for intercluster traffic. Having received from the scheduler about the wavelength and timing 

allocation on Ac, outgoing intercluster packets in the source cluster will be broadcast from 

ONUs (on A m + i t o w a r d s  the local source AN. As mentioned earlier upon receiving 

these packets, the source AN converts them into electrical domain and queue them up (with 

necessaiy sorting for RT and NRT services) for onward transmission on appropriate 

backbone wavelength (Ab\,...,Abl)- For distinguishing the quality of service for different types 

of packets, we consider here RT and NRT data packets with different priorities. Thus by 

employing this configuration, one can implement an AN, that can employ dynamic 

bandwidth management scheme on fixed wavelengths for intercluster communication.

Fig- 3.5. Nonpreemptive resume priority FiS- 3-6- Preemptive resume priority

nafytical Model fo r Queuing Delay
,n ^  following we consider an analytical model for studying two different dynamic 

bandwidth management (DBM) schemes [BeGa97] viz., preemptive resume priority and 

"^preemptive resume priority schemes. The model is developed for estimating the queuing 

y Prioritized/non-prioritized traffic streams and hence in principle accounts for the 

inter-cluster traffic carried by any given channel or wavelength. The model makes 

jn tmCtl0n 0n>y between real-time and non-real-time data queues with the scheduled packets 

^ueue, from practically any of the active ONUs (and hence any A,) in the acce

Real-time
Real-time

□
m
m
0
S3

Non-real-time queue

□
0
0
0

Switching takes place after 

current non real-time packet 

completes its service
Current non-real service interrupted 

and switched over to new real-time 

service

1=1 Non-real-time

B  Real-time packets
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network. We consider a M/G/l system to model the single-server queuing system which 

employs priority schemes in scheduling the intercluster traffic. In such a system, the packets 

arrive according to a Poisson process, and the packet service times have a general 

distribution. The arrival processes of all classes are assumed independent, Poisson- 

distributed, and independent of the service times. The system differentiates between two 

priority classes of the outgoing intercluster traffic viz., RT and NRT. With X\ and h  as the 

arrival rates, ju\ and jui as the service rates for RT and NRT packets respectively, the average 

service times Xx and X2 and traffic intensities p\ and pi for RT and NRT packets are

__ I __  1 /L A,
expressed respectively as, X .=  — ; X 2 = — ; —  and p2=—

M\ M\ Mi Mi

Here k\ and fa are the arrival rates, p\ and pi are the service rates and p\ and pi are the 

traffic intensities for RT and NRT packets respectively.

Nonpreemptive Resume Priority:

Next, for evaluation of non-preemptive resume priority scheme, we determine the total 

waiting times (T\ for RT and Ti for NRT) for the data packets in terms of their salient 

statistical parameters. The average delay T, a data packet experiences in the system, is the 

sum of its average waiting time in the queue W and the average service time Mp is given by

T=W + —

M

It may be noted that a given RT/NRT data packet at the head of the queue may still 

have to wait for a finite time R, to get the service as the server might remain busy with the 

packet from another queue. This is called mean residual service time R and is the rernainin= 

time for completion of the data packet already in service. In n o n p r e e m p t iv e  priority schem 

(Fig. 3.5), the service of a lower-priority packet (i.e., NRT data packet) is allowed t 

complete without interruption even if a higher-priority packet (RT data packet) arrives in the 

meantime. However, service is transferred to RT data packets immediately after com p le S 

the ongoing service of that particular NRT packet. Figure 3.5 illustrates that even though the 

RT packet 2 is waiting and arrived later than NRT packet 1, the server (scheduler) is a"owed 

to complete the service of the NRT packet before transferring control to the RT data p 

For these reasons, in a nonpreemptive case, residual service time has to a c c o u n t  for b 

and NRT packets. Also given the fact that in an ergodic process (which we assum ) 

average is equal to ensemble average, the mean residual time, R is given by [Ber97],
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(3.0

where, X\ and X22 are the second moments of the service times of RT and NRT data 

packets. As shown in Fig. 3.3, a separate queue is maintained for each priority class. Average 

total waiting time in the queue W for each class of data packets is given by the sum of 

average total residual time R and the average total service time at the queue NqZ/j , where Nq is 

the average number of packets waiting in the queue.

The waiting time for RT packets W\ depends only on RT packets, but the waiting time 

for NRT packets, W2 has to count the delay due to RT packets already in the queue as well as 

the additional delay due to arrival of higher-priority RT packets while the NRT packets are 

waiting in the queue. By using Little’s theorem (N q  = AW) to eliminate Nq, we arrive at the 

following expressions for the expected values of waiting times in the queue for RT packets 

(W\) and NRT packets (W2) respectively as,

^ = ~  and W2=--------------- (3.2){~P\ ( \ - p , ) ( \ - p x- p 2)
The total time delay for RT data packets (T\) is given by,

T 1 R
*;=•--+-—  (3.3)

f*l 1 -pt

The total time delay for NRT data packets (Ti) is given by,

T2=^~ +------ -------  (3.4)
2̂ ( l- p ,) ( l- p ,- p 2)

From the above expressions the delay for RT data packets and NRT data packets for a 

Slven channel allocation can be found out for the nonpreemptive priority scheme.

Preemptive Resume Priority:

P eemptive resume priority, whenever higher-priority RT data packet arrives, the service 

°wer-priority NRT data packet is interrupted immediately and is resumed from the point 

rruption once ail packets, with higher-priority have been served. Hence, in this case we 

expect less delay for the RT data packets as compared to the NRT data packets. As 

°Wn m Flg- 3'6> in this case RT packets are served first rather than NRT packets. While a 

? ket 1 N̂RT) is being served as soon as 'a RT packet arrives, the NRT packet 1 is 

rê Upted and then queued up with the remaining NRT data packets. The service for the 

g bits of NRT data packet 1 is resumed immediately after the transmission of all the
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RT data packets 2, 6 and 7. Thus, the RT data packets are served with higher-priority as 

compared to the NRT data packets (3, 4 and 5).

In this case, the residual time R is different for RT and NRT data. In particular, the 

mean residual time for RT packets J?i is by no means dependent on NRT packets. But mean 

residual time R2 for NRT packets certainly bears the impact of both RT and NRT packets, as 

an NRT packet might have to wait for the completion of a suddenly-arrived RT packet in the 

queue and also for the NRT packets ahead of it in the NRT queue. The mean residual times 

and i?2 are given by

r i = ^ L  and r 2 = A’X <2 + A^ 1  (3.5)
1 2 2

The total waiting time (in queue and in service) for RT data packets is given by

rp _ V /A J

0 ~Pd

(3.6)

Similarly the total waiting time for NRT data packets is given by 

\

(\-p]-p2) + R2
(3.7)

(1 - A )(1 - - p2)

From the above analysis one can examine the delay variation with respect to the traffic 

intensities (p\ and pi) and estimate the maximum number of R T / N R T  transm issions to be 

allowed on a  single wavelength at minimum allowable delay. T h e  n u m e r ic a l results for th 

delay characteristics obtained using this analytical model for the above mentioned wo 

schemes are discussed in the following section.

3.4 Results and Discussion
In this section we present the results of our investigation on the performance of in 

(Fig.3.7 through Fig. 3.10) and intercluster (Fig. 3.11 through Fig. 3.18) commun ^  

The proposed MAC protocol for the intracluster traffic has been examined using eve
Histributt°n

simulation, wherein the packet arrival process has been modeled after Poisson ^

and the data traffic is assumed to be uniformly distributed among all ONUs. As 

analysis plays an important role in performance evaluation of any QoS-aware acces 

we examine the delay characteristics of the proposed MAC protocols.
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Figure 3.7 illustrates the delay characteristics for varying amounts of load per ONU 

with control channels as the parameter for the intracluster traffic. In these plots, the load per 

ONU represents the total average load per ONU, including the control packets for both

intracluster and intercluster communications (in Q,....Qn and GQ) generated from each

ONU. As the load per ONU increases, so does the length of the queue and in turn, the delay. 

When the aggregate packet arrival rate (i.e., for all ONUs together) increases beyond the

Fig. 3.7. Delay for 21 ONUs and 6 intracluster wavelengths

service rate (which is one packet per slot per data wavelength) the delay increases with a 

sharp takeoff, which is explicitly revealed in Fig.3.7. For example, in this case with 1 contro 

channel, there are 5 data channels and the “knee” of the delay plot takes place at a load (p 

ONU) ~ 0.215. At this load, the total network load per each data channel 0.215 

0-903. This implies that the network load per channel at this point approaches unity, the y 

causing the takeoff. As the control channels increase in number, there is less control pa

Fig. 3.8. Delay for 50 ONUs and 12 intracluster wavelengths
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collision and hence less delay at lower traffic values. However take-off points in the delay 

curves occur at lower load-per-ONU values due to the relatively lower number of data 

channels. Thus, more control channels can improve the network performance until the load 

per ONU approaches the takeoff point. Furthermore increase in number of ONUs as in Fig. 

3.8, causes more control channel collisions and hence increases the delay. In order to reduce 

the control channel collisions, we consider SCM of the ONU, in which probability of

Total Load

Fig. 3.9. System throughput with look-ahead, k 

collision is far less and this in turn decreases the access delay. Thus the results from Fig. 3.7 

and 3.8 reveal that, the proposed method with SCM outperforms all the previous cases.

We find in Fig. 3.9, for a system with 7 ONUs and 7 data channels, the throughput is 

limited to 58% with no look-ahead i.e., k= 1. With increasing values of to 7, the effect of

Load per node (packets per slot)

Fig. 3.10. Delay characteristics with look-ahead, k
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receiver contention is gradually overcome,_resulting in improvement in the system 

throughput. However even with k= 7, the maximum achieved throughput is only 86% and 

saturates thereafter. This is so because the choice for scheduling data transmissions (at higher 

traffic loads) is low for ONU-to-channel ratio of 1. It may also be observed that the 

difference in the performance narrows down for increasing values of look-ahead. In the case 

of delay (Fig. 3.10), we observe a similar phenomenon where there is improvement in delay 

performance with increasing values of k. The take-off points occur at higher values of load-

Non-real-time traffic (p2)

Fig.3.11. Delay vs. traffic intensity for NRT data 

with nonpreemptive resume priority queuing

per ONU and thus increase traffic transport capability of the cluster with look-ahead option.

Next we examine the performance of the MAC protocol for intercluster traffic based

given analytical model, for different traffic intensities of RT (p\) and NRT (pi) data

te) while maintaining the packet size fixed. Figure 3.11 shows the plots of delay (in

er of packets) for NRT packets under nonpreemptive priority queuing scheme, with RT

ntensity (p,) as a varying parameter. It is evident from Fig. 3.11 that, as the traffic (p\)

s» delay for NRT data packets increases and the delay profile is highly sensitive to the

c- In particular, it is worthwhile to note that the take-off points of the delay curves

^ 6S P'aCe in the v<cinity o f#  = \. Ph This applies to all the curves and is expected as well,

I n ^ 0se regions the total traffic approaches unity making the delay unacceptably

resumF-  3,12 shows the plots of delay for NRT data packets in case of preemptive

rity scheme. Here the delay curves resemble the previous plot in Fig.3.11, but the
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delay for NRT packets is relatively high compared to that of the nonpreemptive case. The 

major reason behind this is that the queue for NRT data packets builds up faster as higher- 

priority is given to RT data packets due to the preemptive nature of the MAC.

Non-real-time traffic (p2)

Fig.3.12. Delay vs. traffic intensity for NRT data 

with preemptive resume priority queuing

Figures 3.13 and 3.14 illustrate the plots of delay for RT data packets versus NRT traffic in 

nonpreemptive priority and in preemptive priority schemes respectively, with RT traffic 

intensity, as a varying parameter. It is evident from these figures, that in preemptive resume 

priority scheme, the NRT traffic shows lesser impact on the RT packet delay as compared to 

the nonpreemptive case. The reason is that, in nonpreemptive priority, the o n g o i n g  NRT data

- Pi = 0.7

1 " .........1 . . . . . .
Preemptive resume priority

-

- Pi = 0.6 -

- P, = 0.3 -

-

I -1—.....  ! 1 -

-

---1_________ i_____

Noi>real-time trafifc (pi)

Fig. 3.14. Delay for RT traffic vs. NRT traffic with 
preemptive resume priority queuing
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packet is allowed to be served even if there is a R T  packet arrival. But in case of preemptive 

resume priority the delay for R T  data packets is independent of arrival of N R T  packets.

In Fig. 3-15 and Fig. 3.16, N R T  traffic intensity is held constant for a given R T  traffic 

variation over a typical range. Figure 3.15 depicts the delay characteristics for R T  data 

packets by varying N R T  traffic intensity in the nonpreemptive case. It is observed that there 

is only slight impact of the N R T  traffic on the delay profile whereas in the case of preemptive 

resume priority scheme as shown in Fig. 3.16, the delay for R T  packets is almost 

independent of N R T  traffic.

8-.--- --- ,---------- ---------- 1 i

7
Non preemptive resume priority

,a 6 P,~0.7 ........ • ■■■-■

I * ................

■3 

i 4 1I

'O1

^  3 

& 2

-----  p, = 0.3

pi = 0.2 -

I

, 1 -------- i------_____ I__________I------- L“
O.l 0.15 0.2

Non-real-time traffic (pi)

Fig.3.13. Delay for R T  traffic vs. N R T  traffic with 

nonpreemptive resume priority queuing

Figure 3.17 shows the plots of delay difference (for R T  and N R T  packets) between 

preemptive and nonpreemptive priority queuing schemes vs. R T  traffic, for a fixed N R T

Fig. 3.15. Delay for R T  traffic with non preemptive resume 

priority queuing
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Fig.3.16. Delay for RT traffic with preemptive resume 

priority queuing

traffic intensity (0.2). From the figure it is evident that, the delay difference for NRT data 

packets increases with increase in RT traffic, whereas for RT data packets, the delaj 

difference decreases by significant amount. This happens because, in case of preemptive 

scheme, the delay for NRT packets is more significantly affected (as compared to RT 

packets) as the ongoing service of NRT packets is interrupted immediately to give waytoRT 

packets. Thus as the RT traffic increases, these interruptions for NRT packets further increas 

leading to more queuing delay for NRT packets. But in case of nonpreemptive scheme, the 

delay for NRT packets is less affected by increase in RT traffic as the ongoing service of

Fig. 3.17. Delay difference between the two schemes for RT 

and NRT traffic as a function of RT traffic

50



NRT packet is allowed to continue without interruption. Hence the delay difference between 

the preemptive and nonpreemptive priority for RT packets decreases with increase of RT 

traffic (i.e., nonpreemptive scheme shows degraded performance with respect to preemptive 

scheme). On the other hand, as mentioned earlier, the delay difference between the 

preemptive and nonpreemptive schemes for NRT packets increases with increase of RT

traffic.

Figure 3.18 shows the plots of delay difference (for RT and NRT packets) between 

preemptive and nonpreemptive priority queuing schemes vs. NRT traffic. Even if the delay 

for NRT packets is more in case of preemptive resume priority, it is found that the delay 

difference for NRT packets remains constant with varying NRT traffic. This happens because 

in case of increasing NRT packets, preemptive and nonpreemptive schemes do not

Fig. 3.18. Delay difference between the two schemes for RT 

and NRT traffic as a function of NRT traffic

experience any difference in respect of their queuing delays. But for RT traffic, difference in

de,ay decreases (i.e., nonpreemptive scheme experience more delay as compared

Preemptive scheme) with increase in NRT traffic. This is expected because impact of NRT

Packets on RT packets is insignificant in preemptive scheme and hence the delay for RT

ffic is hardly affected by increase in NRT traffic.

3,5 Summary

h’s Work we have examined an optical access network comprising of a backbo 

A cting  several passive-star-based clusters of ONUs at the customer premises. In 

Paniculâ  we have proposed an AN configuration that handles both intracluster and
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intercluster communications through appropriate scheduling functionalities. We have studied 

the performance of the MAC protocols, that are employed in the scheduler-based AN to 

manage the transport of data packets. For intracluster traffic, the MAC protocol incorporates 

pre-transmission co-ordination based scheduling, whose performance has been evaluated 

through computer simulation. The delay performance has been found to improve oa 

increasing the number of control channels but with an early take-off of the delay curves. 

Further, our results indicate that, incorporating a few SCM (subcarrier) channels on a single 

control wavelength reduces the number of collisions between the control packets, without 

reducing the number of wavelengths needed for data traffic. This in turn improves the dela\ 

performance albeit, with some additional hardware complexity at ONUs as well as ANs. For 

intercluster traffic, we have examined a MAC protocol employing priority-based queuing to 

differentiate between RT and NRT packets. An analytical model was developed for 

evaluating the network performance for intercluster communication. Based on our analysis, 

comparative evaluation of the priority queuing schemes has been made by examining their 

delay difference for both RT and NRT data. Thus, our study is expected to serve as a usefiil 

tool for designing a WDM-based optical access network with two-level hierarchical topology.
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CHAPTER 4

Resource Provisioning in a Hybrid PON Employing OCDMA over WDM

4.1 Introduction

Resource provisioning is an important aspect of any network segment, which has a prospect 

of foreseeable growth, like that of a PON. It deals with the methodologies adopted for 

preparing the network for futuristic demands, in terms of size or service quality. While 

allocating the available resources to support user services, a complete assessment of the 

network performance under different traffic conditions helps in minimizing the overhead 

expenses. An exhaustive study in this respect can give useful insight regarding optimal 

deployment of available resources during network expansion. In the near future, the data 

traffic volumes generated by the subscribers are bound to increase with more and more 

interactive services entering the customer premises. A PON should be able to distribute not 

only a wide range of data, voice and video based services from the CO, but also carry 

considerable amount of multi-media traffic originating from the customer end to the CO. As a 

resu,t. a service provider is required to mobilize and appropriately distribute the available 

resources in either direction in order to abide by the service level agreements with the 

customers. However the directional asymmetry of the traffic will remain for some time, and 

this aspect can be usefully exploited while provisioning the PON.

In order to keep up with the expected growth in subscriber density, PONs should adop 

^able configurations, which would allow them to smoothly support increased number of 

bidirectional transmissions. Such scalability, in a cost-sensitive setting like PON, is difficult 

Maintain through a single type of multiplexing/multi-access technique. For instance, 

0rder to scale up, a WDM-based PON will need agile transceivers with a wide tuning range 

m  8°od response time while a TDM-based PON requires transceivers operating at the 

^ 8 * *  speed, in addition to addressing end-to-end (OLT to ONU) synchronization issues. 

s P°ssib,e way to circumvent these operational constraints is to combine different acces 

meS through a multistage RN employing both AWGs and passive star couplers. This
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approach to network connectivity generates a much larger resource-pool, which can U 

utilized for smooth provisioning of the PON. In addition, the end user enjoys the benefit fron 

all the constituent access schemes, with the ONU hardware needing no elaborate upgradatioi 

Further, the scope of provisioning also improves with an enhanced pool of resources. For 

example, in a hybrid WDM-TDM PON every subscriber is addressed by a unique 

wavelength-time-slot combination, allowing a much larger subscriber-base. Here WDM gives 

an additional dimension to the network size while the speed requirements of the transceivers 

remaining unchanged.

In this context, it is worth considering the merits of OCDMA in hybrid PONs. 

OCDMA-based systems support asynchronous communication and have been extensively 

studied for their suitability in local area networks and later in access networks [Sale89], 

[JayaOO] and [StSa02]. Other studies on systems, employing multi-rate codes [MaVi98]. 

indicate the possibility of OCDMA systems supporting heterogeneous services (as in n 

access segment) w ith  differing service quality. Due to its fair, flexible and inherently secure 

mechanism of providing asynchronous multi-access, OCDMA technology can ease out 

connectivity problems in a distribution segment. However network deployments based on 

OCDMA systems have so far been confined to research test-beds and laboratory experiments 

for want of mass-fabricated, off-the-shelf encoding/decoding devices. The emergence of 

FBG, a passive encoding/decoding device [ToCY99] has increased the prospects of OCDMA 

for cost sensitive PON segment. Recently Kitayama et al suggested employing OCDMA o 

WDMPON to realize gigabit-speed services for FTTH solutions [KiWW06].

In this chapter, we consider a hybrid P O N  configuration based on W D M  and OCD; 

techniques. In the P O N  under consideration, our resource pool consists of wavelengt 

optical codes. The performance of a network mostly depends on the way the litn 

resources are put to use. We address this issue by adopting some resource al ^ 

strategies, while keeping the resources limited. Further, we examine the impl>ca*' 

possible under- and over-provisioned situations with varying code allocations.

4.2 Proposed Hybrid PON Configuration ^
In this section, we propose a PON configuration which employs WDM as well as OC ^  

techniques (and hereafter called as W-OCDM PON) to realize a hybrid ^  

functionality is realized using two separate RNs at different stages with an AWG in ^  

stage and one or more PSCs in the second stage, with the latter placed nearer to t ^  

centre of the ONUs. The configuration is modular and scalable, where w a v e l e n g t h  Pr
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coarse granu la rity  and optical codes provide finer granularity. An OLT, which is generally 

collocated with a  central office, connects the PON with higher levels of telecom 

infrastructure. The fiber link between OLT and the first-stage RN configuration constitutes 

the feeder section covering about 15-20 km distance. This is followed by the distribution 

segment comprising of the two-stage RN reaching out to ONUs over a range of 10-15 kms. 

With lesser traffic, for upstream transmission, the number of codes is kept fewer than number 

of users and hence the access in upstream, takes resort to multiple access rather than circuit- 

switched (dedicated) resources for downstream transmission. Thus through hybrid 

multiplexing (WDM-OCDM) for downstream transmissions and hybrid multiple access

OCDMA CLUSTER #1 

RN-PSC

_ONU#L____

TXCVR
(FBG-
RSOA)

OOCm

TXCVR
(FBG-
RSOA)

T i

0N U .#M _____ I

OCDMA CLUSTER #N

ONU - Optical Network Unit 

OLT - Optical Line Terminal 

RN - Remote Node 

PSC - Passive Star Coupler 

CLTR - Circulator 

FBG -Fiber Bragg Grating 

RSOA-Reflective Semiconductor Optical Amplifier 

OOC - Optical Orthogonal Code

Fig.4.1. Block Schematic of a W-OCDM PON

(WDMA-OCDMA) for upstream transmission, every channel transmission is unique y 

defined by a wavelength-optical code combination. As seen from Fig.4.1, ONUs under ea

OCDMA-cluster, are provided w ith  M  optical codes (OOC\..OOCm) f ° r th d r  transmissio

(including upstream and downstream). N  such OCDMA-clusters, each on a distinct 

"avelength, can provide a total of N x M  wavelength-code channels. A brief description of 

Systems follows, with our major focus on the provisioning aspect.

, o f an AWG-based remote

AWG and RN-PSC: Two Stages o f RN

hown in the block schematic, the RN configuration comprises o. 

node m the first stage followed by a PSC-based RN in the second stage. Thus channel 

distribution is carried out through routers (using AWG) and power splitters (using PSC). 

^  °«Put port of a 1 x N  AWG connects to a PSC of size 1 x M. With this set-up, M
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optical codes in each code-ciuster are reused on N wavelengths enabling the PON tosuppon 

M x N bidirectional transmissions. As mentioned in Chapter 2, AWG works on a static 

wavelength routing mechanism which enables it to spatially separate and combine optical 

channels as a function of their operating wavelengths and port locations (an elaborate study 

on the physical layer issues of the demultiplexing device is covered in the following chapter). 

On the other hand a PSC is a widely used power-coupling device which carries out the 

function of combining/splitting through its M  input/output ports. It is particularly suitable in 

multi-access environment supporting asynchronous transmissions like an OCDMA-based 

ONU-cluster.

OLT and ONU

OLT is considered the resource-centre for the distribution segment. It is equipped with 

arrayed or tunable multi-wavelength light sources/detectors to generate/receive simultaneous 

data transmissions for/from the ONUs. These are followed by arrays of FBG-based codecs 

needed for optically encoding and decoding the data signals. Since the cost of OLT is shared 

amongst all the PON subscribers, it can afford to use a post-amplifier to compensate for the 

losses in the distribution segment. In our proposed setting, OLT supplies optical earner 

power to the ONUs, for their upstream transmission which we discuss subsequently.

ONU Transceiver
I-----

PSC-based RN

Data out 

Data in

To / From 

AWG-based RN 

— >  Downstream 

<—  Upstream

Fig.4.2. Fiber Bragg Grating-based ONU Transceiver

As shown in th e  Fig.4.2, an ONU transceiver would consist of a re c e iv e r s
comprising of a FBG decoder followed by a PIN photo-detector while the t r a n s m itte r  section

consists of a RSOA and an FBG coder. The downstream channels are first d ec o d ed  m ^

FBG section and later photo-detected. A 3-dB coupler taps the optical carrier power from

downstream channels and supplies the seed carrier power to be modulated by the R
. region

upstream data. The RSOA works as a modulator, when operated in the s a tu ra tio  
[KaHa06] supporting data rates of 100’s of Mbps. The modulated data stream is then enco

56



through the FBG to be transmitted in the upstream via PSC-based RN. Both upstream and 

downstream channels use a common fiber link.

FBG-based Optical Coding

Several encoding/decoding schemes based on fiber Bragg grating technology have been 

proposed and developed [TPIR01], The operating principle is that an incident data bit is 

imparted a unique coding pattern onto its reflection profile as it emerges from the FBG 

encoder. As shown in Fig. 4.3, the incident and encoded signals are isolated by a circulator in 

the transmitting section of the ONU. In the receiving section of the ONU, the encoded bit 

enters an FBG decoder which has a conjugate coding pattern. This gives a despreading effect 

to the encoded signal and the original bit is reconstructed after reflection. Coding patterns are 

etched into the fiber section of the device by modulating its refractive index profile, through 

the use of spatial mask and holographic techniques. Super-structured FBGs (SSFBG) have 

been tried in test-bed studies [HWWK06] which can generate 511-chip code sequences 

employing coherent coding method.

Circulator

Input signal A __= 3 FBG
U  V S 7 I — 1 Encoderi JTJ L Code Pattern 

10  1 1
Encoded signal _ /\_ J

A A  i FBG
^ F= = == = = N  Decoder

Decoded signal .___ .
J  LJ L Decode Pattern

1 1 0  1

Fig. 4.3. FBG-based Encoding/Decoding 

Optical orthogonal codes (OOCs) are unipolar code sequences represented by the n- 

'“Pk (". w, Aa, Ac) where n is the code length, w is the code weight, /ta is the autocorrelation 

COnstraim and >,c is the cross correlation constraint [ChSa89]. They are sparse codes, 

des'gned to have very low w/n values which ensure low interference amongst the ON chip 

S6S anc* thus minimizes the multiple user interference (MUI). They also have const 

a,U6S equal t0 ‘unity’ (near ideal) i.e., Aa = Ac= 1. However, long sequences (value of n), 

6(11106 the sPectral utilization of the codes. They are suitable for a PON setting where the 

bit rates are not very high but user-count is high. We would consider a set of OOCs 

are characterized by (364, 4, 1) giving a code size of 30.
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4.3 Traffic Asymmetry and Resource Provisioning

The data traffic in an access network is bidirectional in nature, comprising both upstream 17 

downstream packet transmissions. However in general, there is relatively more traffic on trj 

downstream channels, due to bandwidth-hungry streaming multimedia services. Tbs 

upstream transmissions are low both in spectral content (bandwidth) and rate of informaticr. 

generation. This brings about a traffic asymmetry which can be profitably utilized by the 

PON designer for allocating resources. For instance, users in a code-cluster (supported h 

each PSC) may be allocated dedicated optical codes (OOC) to receive messages on tk: 

downstream channels (due to higher traffic) whereas on the upstream channels, the users can 

share a common set of codes (with more than one user per code) for transmitting. 

Consequently either more users can be accommodated within the given set of codes or some 

codes can be saved if the users are fewer in number. The codes thus saved can be used for 

future provisioning of the PON. However, it is important to examine the right approach use-i 

for code allocation, in order to enhance network performance for optimized resource 

utilization (in this case, optical codes used for each wavelength). In this context, we adopt J 

method of allocating resources and study its impact on the system throughput by means of a., 

analytical model.

4.3.1 Code Allocation using a Heuristic Approach

In an OCDMA-based system, code allocation can be a straightforward exercise whereeac,>

user gets a single distinct code for both transmitting and receiving in half-duplex mode. As

result, the maximum number of users that can be supported is determined by the code s

When the same system is deployed in an WDMOAN, where transmission and reception ca.,

take place simultaneously, a user has to be provided with two separate codes. Ho"«

keeping in mind the inequality in the traffic intensities in either direction, we a s s i g n  the cod ̂

for the upstream and downstream channels in proportion to the traffic they generat

heuristic estimate of code count for the upstream and downstream channels using a code ^

of M  is evaluated for a given code-cluster. We denote the total offered tr a f f ic  due to c ^

packet transmissions in the code-cluster as G. If the average values of the offered traff̂  ^

upstream and downstream directions are Gup and Gdn respectively, we have G = (Gf

This traffic is generated by using the codes supported by an OOC («, w, 1) whose codê

given by Cd - (n-\)l[w(yv-\)]. Let the codes assigned for d o w n s t r e a m  an ^

transmission be Ndn and Nup and let the average ratio of upstream to d o w n s t re a m  ;
• c is

= {GUp! Gdn). Then the offered load in the upstream and downstream direction
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G[fi'0+ffl and Gdn = G[7/( 1+̂ -  However in an 0CDMA network, offered load is equal to 

the number of codes employed for packet transmission. At full load conditions, all the 

allocated codes Cd constitute the total offered traffic G. In our heuristic approach, we allocate 

upstream codes in proportion to the traffic ratio p  and allocate the balance codes for 

downstream transmissions so that

( N.
X dn = (Cd- N J  and pc  A

(! + /*)_

Thus the code allocation ratio is set equal to the traffic ratio p.

(4.1)

4.3.2 Optimal Code Allocation based on Open Search around Heuristic Solution 

A proportionate code allocation may not necessarily be an optimum choice in general. The 

throughput and traffic are not necessarily related linearly and hence the proportional 

provisioning may not yield the best results. In an attempt to find an optimum code allocation, 

we therefore adopt a more general method of provisioning in which we examine the code 

allocations around the heuristic estimate naming it an “open search mode however with th 

starting point set at the heuristic (proposed) solution.. There we select a limited range (say 

over a range of 10-15% of code size) around the heuristic estimate and assign values for 

upstream code count. The remaining codes are allocated to downstream channels, 

effectively determine the cluster-size (users). Let A be the incremental deviation of the c 

allocation from the heuristic estimate. In this approach, for a given deviation A, the p 

code count N ’up becomes (Nup+A) and consequently downstream code count N dn 

(Q - N’up). We subsequently examine the impact of this open search mode 

provisioning, for different levels of traffic asymmetry, through a throughput mod 

^ ne sotT>e parameters for the model using which we assess the overall PON p 

and the effectiveness of the proposed method of code selection.

•̂3.3 Performance Measures for Provisioning Methodology

Whi,e red̂ ing the number of downstream codes (for better upstream contention resolution), 

0ne Educes the number of users for each code group and hence for each wavelength. Since 

t*le number of wavelengths is limited in a given network setting, this in turn 

max'mum number of users over the entire network. Thus at the cost of higher upstream 

^ h p u t  one loses the number of users and hence compromise with the network-size. n 

0rder to examine this issue (and achieve an optimum trade-off), we define a
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performance measure Q = number of users-total throughput product, which helps i-. 

evaluating the overall impact of provisioning on the bidirectional throughput o f  the PON' 

Changes in the profile of the performance measure indicate a possible drift in the expected 

network behaviour. This may help the network designer to avoid certain code allocations 

while scaling up the network, while supporting a given traffic ratio. On the other hand, a high 

value for Q indicates quality-ensured provisioning for corresponding code allocation. We 

also evaluate both upstream and downstream performances separately by their respective 

aggregate throughputs as a function of code-allocation deviation A  from the heuristic 

estimate.

4.4 Performance Evaluation of the Proposed Resource Provisioning Scheme
In this section we develop an analytical model to evaluate the performance of upstream and 

downstream data throughput. For this purpose, we need to estimate the aggregate throughput 

in each direction (upstream and downstream). As discussed earlier in our proposed hybrid 

PON, a channel is defined by a distinct wavelength-code combination. Individual channel 

performance of any of the N x M  unidirectional channels is similar and is equally affected bj 

simultaneous user interference. The overall throughput is then just JV-fold that of a OCDM- 

cluster consisting of M  unidirectional channels or codes. This indicates that qualitatively the 

behaviour of PON will be similar to that of the individual code-clusters. Hence we consider 

the performance of a single OCDMA-based code cluster for a given wavelength, in ou 

analytical model. It is assumed that M  encoded data packet transmissions share the fibe 

medium using slotted ALOHA protocol. We consider two statistical distributions for 

modeling the network traffic. Further, we identify major factors determining the succes 

transfer of data streams and derive analytical expressions for each. With the help oft 

terms a complete throughput model is developed. We utilize this model to evaluate the code 

allocation schemes discussed in earlier sections.

The packet arrivals in a network under consideration can be reasonably characte 

binomial distribution for finite population and by Poisson distribution for infinite pop 

If M  is the maximum number of transmissions (in this case equal to codes allocated) 

given direction with an average offered traffic, then the probability of finding k PaC ^  

packet slot is given by the following expressions for Poisson and Binomial cases resp 

[Keis97].
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P(k)

—G p  k
e (Poisson D istribution)

k\

= j fork<,M (Binomial Distribution)

_ o for k>M (4.2)

At full load conditions, user transmissions M, allocated codes N  and average traffic G all 

have the same value. Further in an asymmetric OCDMA PON, the values of M, G and N 

assume different values for each direction. As a result we have Gup=Nup=M for upstream 

channels and Gdn = Njn = M  for downstream channels.

In a multiple access network, the probability of data packets to be delivered 

successfully is determined by their arrival distribution, by the distinctness of the resource 

they share (if any) and by the impact of mutual interference to which they are subjected. 

Especially for upstream channels (which share optical codes) the probability of the code 

employed for transmission being distinct, decides the success of the data packets. We 

consider these issues in this section and arrive at a quantitative estimate for each of the above 

mentioned factors.

4.4.1 Packet Arrival Probability

We denote f N̂  (kup) and f N̂  {kdn) as the probabilities of arrival of kup and kdn packets on

data channels from a code-cluster consisting of Nup and Ndn codes. We assume full load 

conditions in both directions, wherein all the allocated codes are used and direction-specific 

offered loads are given by eqn. 4.1. Making use of eqn. 4.2, the packet arrival probabilities in 

upstream and downstream directions can be expressed for a Poisson distributed traffic as

!» U , (4.3)Up .
,p k ! *\tp •

fN {k ' ~ e Nd" ^ N ^ kdn (4 ‘4)

Where kup varies from 1 to Nup and kdn varies from 1 to NJn. For binomial traffic, the term 

^  'n ecln' 4.2 signifies the average traffic per user which is different for upstream 

S tream  users. In other words it is the transmission probability of a packet under a given 

'°ad and we denote it asp(kip) for upstream users. The packet arrival probability 

&ven by
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f N  (*,)=
1 up \k J

( / > ( * , ) ) ' O ' />(*„))
\ N u p ~ K p

In upstream channels, Nup packet transmissions are generated from Ndn users on an average i- 

each cluster. Thus the transmission probability per upstream user is Nup/Nj„.

By substituting p(klip) = N lip/ Ndn (~ p,rf)

N,up N  ^  
1 "p 

N
(4-5)

For downstream channels, the average traffic per user is unity and in full load condition, there 

are Ndn packets in every slot. The packet arrival probability in the downstream channel is 

given by

N
y*

tin
/v.

l- (4.6)

4.4.2 Probability o f Distinct Code Usage
As mentioned earlier, code allocation for upstream transmission can take advantage of the 

inherent traffic asymmetry in a PON. This brings in the concept of sharing limited codes 

amongst a user group judiciously. Our heuristic approach for allocating upstream (shared) 

codes takes care of the traffic-dependent code contention to some extent. Just the same, since 

OCDMA PON employs S-ALOHA protocol where the transmissions are un-coordinated. 

there is a finite probability of two or more users using the same optical code in the same time 

slot. We estimate the probability of distinct code usage of kup packet transmissions, deno 

by pAKP) and expressed as a ratio, given by

} _ Number of km distinct code transmissions Q(kup)

Number of combinations k -code transmissions P(k )

wherein the numerator represents total number of possible transmissions which are 

with kup distinct codes and the denominator represents the total number of k„ 

attempts. The number of users in a code-cluster willing to p a r t ic ip a te  
transmission is equal to Nj„. Then the number of ways ^-transmissions can take plac

encoded
•transmission

in upstream

them is given by p(kup) =
Ndn

* up  J
■ These combinations include redundant as well

distil

codes from knp users. Further kup upstream code-transmissions might have been
getiera1ited
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from any of the g (=Nup) code groups where each code group is shared by gm (= Nd„ g 

approx.) members, contending for the same code. Since there are g distinct code groups,

combinations of k -transmissions (with distinct codes) are given by
H p )

. Again in every

such combination, each code could be from any one of the gm possible users, giving us (gm)kup 

possible user-combinations per every ^-transmissions. Thus we get an overall

jr
\ "P J Kk,  J

j(gm)*’"’ | number of distinct code combinations which gives Q(kup)

Using the expressions for P(kup) and Q(kup) we get the probability of distinct code usage as

{(?,„ )k"p}
*«p J

^ T

v k»P )

(4.7)

Since code allocation for downstream transmissions is done uniquely for each user,

4 (U =1  (4-8)

Next we consider the bit error probability (BER) in data packets due to MUI.

4.4.3 Probability o f  Correct Packet Transmission in presence o f  MUI
MU! 's wore detrimental in an access setting where ONUs are capable of supporting 

bidirectional traffic with their transceivers simultaneously receiving and generating encoded 

data packets in a duplex mode. We estimate the packet error probability in presence of MUI 

ln a given direction, by taking into account the BER resulting from chip co-incidences (in the 

c°de sequence) amongst packets from both directions. We assume that all transmissions are 

received with equal signal power and MUI is the dominant cause of errors. It is assumed that 

^  codes are sufficiently random so that the bit errors are independent. An encoded data bit 

ng an (n, w, 1)] experiences chip coincidence with a probability of w In, from each 

0ne °f i interfering codes (corresponding to simultaneous transmissions). It is the probability 

which coincidences occur at w on-chip positions in the code sequence of n chips ( 

pr°babihty of chips being in ‘on-state’ is w/n). Coincidences translate into bit errors when i 

X̂ceeds the detection threshold (= w) which sets the lower limit for i. Using these 

ervatl°ns, we derive the packer error probability in upstream and downstream channels in

the following.
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Upstream Channels:

For upstream transmission, the total interference kint, that an upstream data packet encounter 

is equal to (kup-1 + kdn). Further while considering the interference from downstream users k 

(which varies from 1 to Nd„), the corresponding arrival probability is also taken into 

consideration. We use the BER expression developed for our earlier work on multi

wavelength OCDMA systems [RaDa04], which expresses the BER of Xru/, transmissions as the 

sum of coincidence probabilities from all combinations of / interferers. Thus we get the 

expression for bit error probability for upstream channel as

The probability of successful packet transmission Pc(kup) for a data packet length of Pirais 

given by Pc(kup) = (1 - Pkn Pm:R ). Substituting for P ee r  from eqn. (4.9) we obtain Pc(kup) for 

Poisson and Binomial traffic models as

(4.9)

f  2\kinl~r

\  n J
w

> (4.10)

where,

i Ndn( N J kjn

~ ~  andkim =  (kup -l+kdn) (Poissontraffic)
kdn ■

™ikm, =  (kup ~ X + kdr)

(Binomial traffic)
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Downstream Channels.
Similarly the expression for successful packet transmission in downstream channels is given 

by

? ,(* * )= 1 - ?kn I

int int
I
i=w V  ‘ J \ \  n y

2 \ kirU~n
(4 .1 1 )

where,

fs V  = 1

- N  k
e v  ( N  )  up

> andkM  = ( ^ n - 1  + ^ )  (Poisson)

k !

W "

f N \  lip

V k J^  up /

y V ft
f N up

N
N  - k  

up up

1 --
up

and/K , = ( kJn - ^ k up) (B iw m

4.4.4 Data Throughput

In the following, we finally construct the complete model for the system throughput in an 

OCDMA system. We assume that the bidirectional transmissions are completely independent 

of each other and that the data traffic is uniformly distributed in the ONU-cluster. The 

throughput probability for kup packets S(kup) is given by the product of the probability of

packet arrival, the probability of distinctness of the codes used and the probability 

successful packet transmission in the presence of MUI. Hence the throughput in the upstrea 

channels is the sum total of success probabilities of all such kup transmissions expressed a

S" s  f  K P l f Nlip( k lip) } { P A k u p ) } { p c ( K P)}
kUp =1 v /

( 4 . 12)

where, kup js the number of upstream transmissions, f y Up( kup) 's the probability of p 

arr'Val> kup) is the probability of distinct code usage and P c(  k Up) is the probabi 'ty 

successful packet transmission.

Using similar approach the throughput expression for downstream channels is g-

(4.13)

4*,=i 

Next we
the 0veral 1 throughput.

consider the two approaches for the shared upstream codes while
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Case 1: Shared Codes with Code Contention

Under this approach, upstream transmissions are un-coordinated, and hence if two or mo- 

users, desirous of sending data, might be contending for the same code. This results in failure 

of all the attempted transmission and in turn brings down the channel throughput. In section 

4.4.2, we derived an expression for distinct code usage probability applicable to such 

situations. We also estimated the packet arrival probability, and packet error probability for 

unidirectional traffic. Substituting these expressions in eqns. 4.12 and 4.13, we get the overall 

throughput for upstream channels Sup for Poisson and Binomial traffic in the following.

The overall upstream throughput Sup for each of the two traffic models is expressed as:

suppoisson
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Similarly overall throughput Sdn for downstream traffic can be obtained for the two traffic 
models as :
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Case2: Shared Codes with Contention Avoidance

In order to improve the throughput performance in the upstream channels, pre- transmission 

coordination mechanisms can be employed by which code contention is avoided in the 

upstream broadcast channels. Through a separate control channel from the OLT, the ONUs 

can be informed of the status of the unused optical codes available for upstream transmission. 

With this information, new packet transmissions will refrain from contending for already 

acquired codes in the current time-slot. Instead they attempt after a finite duration as 

determined by the algorithm, the MAC protocol supports. This makes the distinct code usage 

probability for upstream channels, unity. The corresponding throughput expressions for 

upstream and downstream channels are given in the following.

Upstream throughput can be expressed as 

S“p
poisson



Since contention avoidance in the upstream channel does not affect the downstrear 

channels, corresponding expressions for downstream throughput are given by e q n .s  4.16 and 

4.17 in collision avoidance case too. Next using eqns. 4.16 and 4.19, we evaluate the data 

throughput for upstream and downstream channels for different values of code allocation 

around the heuristic solution in an “open search mode” as mentioned in Section 4.3.2.

4.5 Results and Discussion

We examine the role of the proposed resource provisioning scheme (through appropriate code 

allocation) in optimizing the performance of W-OCDM PON with asymmetric traffic. In this 

context, we choose an optical code (OOC: [364, 4, 1]) of size 30 to provision the 

bidirectional traffic in the code-cluster. Each cluster in the hybrid PON configuration 

operates on a separate wavelength with same data rate of 2.4/2.4 Gbps for 

downstream/upstream transmission. Thus, each of the 30 encoded data channels (including 

upstream and downstream) can effectively operate at 6.6Mbps (=2400/364) using the 2.4 

Gbps link. We represent the channel throughput as the aggregate data rate as determined by 

the product of throughput S  and operating channel data rate in Mbps, for a given directioa 

We consider a data packet length Pkn= 75 Bytes for evaluating the throughput performance 

in the upstream and the downstream. However, we also show some results for different 

packet sizes, in order to illustrate certain aspects on the choice of packet length f o r  the PON 

under consideration.

By using our heuristic approach, we first determine the codes to b e  allocated fo r a give" 

traffic ratio/? and evaluate the aggregate channel'throughput (i.e., the total th ro u g h p u t for al1 

the codes for a given wavelength or channel) in either directions. Next we vary this estima 

for the number of upstream codes and leave the rest for downstream traffic. Thus the num 

of ONUs (or users) that can be supported by the PON becomes equal to the available number 

of downstream codes. The deviation A (defined earlier in Sec. 4.3.2) from the heuristic 

estimate (of upstream codes) is treated as an independent variable. Thus, positive values of A 

(on x-axis) in the following plots correspond to an increase in upstream c o d e -a llo c a ti  

compared to the heuristic value and a consequent decrease in the user count. On t  ̂

hand, negative values of code deviation correspond to an increase in user count at the 

more code contention for upstream transmission. We chose four different traffic scenan° 

the PON under consideration, based on the relative level of upstream traffic as comp ^ 

the downstream. Thus a low-level upstream traffic PON was assumed to have a traff
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-  0 25 Similarly, the other three cases considered for our studies are as follows: for a 

medium-level upstream traffic P  = 0.5, for a high-level upstream traffic /?= 0.75 and for a

very high-level upstream traffic /?= 0.9.

In the following, we present the results of our investigations in three parts:

. Upstream Performance (Case 1: Shared codes with code contention; Case 2: Shared codes 

with code contention avoidance) 

. Downstream Performance 

. Overall PON Performance

Upstream Performance

In this section, we present the PON performance of the upstream transmission for shared 

codes with and without code contention. We found that, in general, the plots of aggregate 

throughput versus A for various cases of traffic ratio /?, exhibit a lower cut-off on zl-axis 

which may extend beyond (above) the heusistic estimate (i.e., A = 0) into the over

provisioned region (A > 0) depending upon the traffic ratio P ■ Basically this is the region 

over which an upstream data packet is unable to overcome the combined effect of code 

contention for shared codes as well as MUI f r o m  simultaneous transmissions, resulting in 

practically negligible output. Subsequently, as the number of allocated codes for upstream is 

increased (i.e., A is increased further), the situation improves with more successful 

transmissions contributing to the upstream throughput. We call the point at which throughput 

starts rising as “cut-off point” and the aggregate throughput corresponding to this cut-off 

point as “throughput threshold” (assumed to be about 2 Mbps in the present discussion). For 

example, with p >  0.5, cut-off point appears at A = +2. Next we discuss the results m further 

details both with and without code contentions.

Case 1: Shared Codes with Code Contention

The plots in Fig. 4.4 present the throughput performance (aggregate throughput ) ' 

“Pstream channels in presence o f code contention for P,en = 75 Bytes for binomial traffic. We 

also studied the throughput for a smaller packet size (of 20 Bytes) a n d  a longer packet size 

(°f 150 Bytes) in order to show the change in performance characteristics with packet le gth 

However most of our observations are' based on the packet size of 75Bytes.

It is observed that, in the PONs with p =  0.25, the cut-off point appears at AI = + 4 and 

aggregate upstream throughput remains rather low even beyond the cut off po‘
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the throughput remains low due to the overbearing effect of MUI from a relatively large 

number of downstream transmissions (at this traffic ratio). Since code contention is not a 

major issue for low p, there occurs very little improvement with additional codes allocated 

for upstream users. In PONs with jB > 0.5, data packets experience relatively less 

interference from the opposite stream, but are subject to code contention which results in 

shorter cut-off value (A = + 2). Thereafter the situation improves markedly as the allocated 

code count exceeds the throughput threshold point, allowing the packets to recover from code 

contention and produce successful transmissions. The data throughput reaches a peak as seen
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Fig. 4.4. Effect of code allocation on upstream aggregate throughput with 
symmetric speed of 2.4Gbps; Upstream bandwidth-per-user=6.6 Mbps;
Binomial traffic; Shared codes with code contention; Packet Size=75B

in the plot and we find that increased allocation o f upstream codes benefits PONs with P * 

0.75 relatively more. Beyond this stage (+8 ^ A > +10), the aggregate throughput either 

remains constant as for PONs with p  ^  0.75 or, gradually falls as in the case for PONs with 

higher upstream traffic (fi <, 0.9). The fall of aggregate throughput in the latter case tak 

place in spite of the increase in per-user throughput (due to larger number of codes) becaus, 

with increase in 4  fewer codes can be allocated for downstream transmission implying 

thereby a decrease in the number of users in the network itself.

Next we assess the impact of decreasing the cluster size (say, o v e r - p r o v i s i o n i n g  by w  

codes beyond the peak throughput from 4  = +8 to +10), under different traffic scenarios^ 

values,). For instance, in the case of PONs with /?=  0.25, it results in a decrease in the us 

count (= downstream codes) from 16 to 14 (i.e., a 13% reduction in provisioned size) an  ̂

corresponding increase in per-user upstream throughput from 1 .0Mbps (= uPstrea*
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th ro u g h p u t at A / (reduced user count x  traffic ratio) to 1.33Mbps i.e., a 33% increase. For a 

PONs with /?=  0.5, a 17 % reduction in cluster size results in 20% increase in per-user 

upstream throughput. On the other hand for a high-level traffic PONs with P = 0.75, this 

provisioning results in a 20% reduction in cluster size for a corresponding 48% increase in 

per-user upstream throughput. For PONs with p  = 0.9, a 25 % reduction in cluster size 

results in 16% increase in per-user upstream throughput.

At this stage it is also interesting to examine the corresponding change in code sharing 

ratio for the aforesaid over-provisioning. We find that for PONs with p  = 0.25, code sharing 

ratio (codes: user) decreases from 14:16 at peak throughput to 16:14 (i.e., from 0.88 to 1.14). 

This is equivalent to a 30% decrease in code sharing for a corresponding 33% increase in per

user upstream rate for low-level traffic PONs. For PONs with P = 0.5, this results in a 

decrease in code-sharing, from 18:12 to 20:10 code/ user i.e., by 33% for a corresponding 

20% increase in user rate. On the other hand for PONs with p  = 0.75, this results in a 

decrease in code-sharing, from 20:10 to 22:8 code/ user i.e., by 38% for a corresponding 48% 

increase in user rate. On the other hand in PONs with p  — 0.9, the code sharing decreases by 

45% (22:8 to 24:6 o f code/user ratio) for a 16% rise in per-user upstream rate. By and large, it 

is observed that in all cases, over-provisioning beyond the peak performance range results in 

wastage of resources in spite o f the per-user-throughput advantage (codes in excess of users). 

On the other hand, over-provisioning within the peak region is expected-to offer better 

resource utilization and upstream throughput as well.

In Fig.4.5 we present the plots of upstream aggregate throughput with Pien- 150 Bytes, 

which exhibit similar behaviour as in Fig.4.4 but with extended cut-off points and lower

■4 -2 0 2 «
Deviation from Heuristic Upstream Code Estimate

Fig. 4.5. E ffect o f  packet length on upstream  throughput with code “ n“ n<io*
Upstream bandwidth-per-user=6.6 Mbps; Binomial traffic; Packet Siz
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Table 4.1. Some Optical Orthogonal Codes and their Characteristics

Code W eight 
Category

Code C haracteristic  
C=(n,wJ.)

C ode Size
|q = [ ( « - i ) M w - i ) ]

(«,3,1) (31,3,1) 5

(63,3,1) 10

(127,3,1) 21

(255,3,1) 42

(511,3,1) 85

(1023,3,1) 170

(2047,3,1) 341

(4095,3,1) 682

(*,4,1) (40,4,1) 3

(121,4,1) 10

(364,4,1) 30

(1093,4,1) 91

(3280,4,1) 273

(«,5,1) (85,5,1) 4

(341,5,1) 17

(1365,5,1) 68

(5461,5,1) 273

(«, 6,1) (156,6,1) 5

(631,6,1) 21

(3156,6,1) 105

throughput values. Thus the higher packet lengths may reduce the throughput for the specific 

optical code we have chosen due to more MUI and code contention. Since longer packets 

would need more upstream codes to overcome MUI, the supported size of the PON woul 

also be lowered. Indeed longer packets can be used in the given network with a different s 

o f OOCs characterized by longer code lengths and code weights in order to o v e r c o m e  the 

above problems. Table 4 . 1  gives the list of such OOCs with the corresponding c o d e  sizes, 

which were developed by Chung et al. [ChSa89]. However, we carried out our s u b s e q u e n t  

studies with Plen=15 Bytes as an example case study and would be exploring the longer 

packet sizes in our future studies.



Case 2: Shared Codes with Code Avoidance:

In this section, we examine the influence of contention avoidance scheme on the aggregate 

channel performance. Figure 4.6 illustrates the impact of contention avoidance on the 

aggregate upstream throughput for different data packet sizes. For both the /? values we 

considered (0.25 and 0.5), smaller packet size reduces the cut-off point for A and thus 

throughput threshold appears for lower values of A than in the code contention case. For 

example, in a W-OCDM PON with f t  = 0.5, throughput threshold appears at A = +2 for 75 

Byte packets and at A = -4 for 20 Byte packets. When /? = 0.25, the impact of contention 

avoidance is slightly lower as expected, because of the reduced need for contention relief. It 

is also observed from Figs.4.4 and 4.6 that for a longer packet size (as for 75 Bytes) 

contention avoidance does not have any significant impact on the throughput. Thus, by using
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Fig. 4.6. Effect o f code allocation on upstream throughput with varying 
packet size; Upstream bandwidth-per-user=6.6 Mbps; Binomial traffic;
Shared codes with contention avoidance

the control channel information (regarding acquired codes) the network is able to overcome 

C°de contention and interference at an early stage with fewer number of shared codes 

(provided the packet size is not large for the chosen OOC). The early appearance of cut-off 

Point suggests good prospects for scaling up the network. However for PONs with p  -  0.5, 

e cut-off points get closer to our heuristic estimate with contention avoidance. Also the 

t^oric recovers more gracefully from code contention as indicated by the smoother 

oughput curves as we increase the upstream codes (i.e., increasing A).

So far our results were based on Binomial traffic model of the hybrid PON. Figure 4.7 shows 

the throughput performance for a PON with Poisson traffic model with code contention. We
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fin'd that, the throughput performance of Poisson traffic is observed to be better as compared 

to the Binomial traffic for PONs with low upstream traffic p  = 0.25. On the other hand PONs 

with p z  0.5 show lower throughput as compared to those obtained with Binomial traffic (in 

Fig.4.4). It is further observed that the cut-off value o f A corresponding to throughput 

threshold for p  <0.5 corresponds to our heuristic estimate for code allocation.

C

t>

P

- 4 - 2  0 2 4 6 8 10 
Deviation from Heuristic Upstream Code Estimate

Fig.4.7. Effect of code allocation on upstream throughput; Upstream 
bandwidth-per-user= 6.6.Mbps; Poisson traffic model; Shared codes with
code contention; Packet Size = 75B 

Downstream Performance

Next we study the throughput performance of Binomial traffic in the downstream channels 

for different values of traffic ratio. It is observed from Fig. 4.8 that, the downstream channels 

exhibit a cut-off point similar to the upstream channels for a data packet size of 75 Bytes. We 

find that, throughput threshold for PONs with p  = 0.25 appears to be same as the heuristic 

estimate, whereas higher upstream traffic needs increased upstream code allocation to reco 

from contention and MUI. Peak values of downstream throughput correspond to A -  +8 ôr 

all four traffic ratios. Thereafter PONs with p >  0.5 become more sensitive to code allocation 

showing rapid fall in their aggregate throughput levels as compared to the PONs with 1 

upstream traffic. This occurs because, at low 0, the downstream throughput is from a major 

fraction of the user group, whose transmissions are minimally affected by those in 

opposite (upstream) channels. By over-provisioning, downstream user number i s  reduc

74



s. 140X)
2
.5 120
3
CL

■f 1000
J=
S  80
wOS)(J
CD 60CD <
1  40V
5
I 20o Q

0?
-4 -2 0 2 4 6 8 10 

Deviation from Heuristic Upstream Code Estimate

Fig. 4.8. Effect o f code allocation on downstream throughput; Binomial traffic 
model; Downstream bandwidth-per-user=:6.6 Mbps; Data packet size = 75 B

thereby lowering the aggregate values. But individual data rates are not much affected due to 

very low interference from the traffic in the opposite direction. It is also noticed that for the 

same value of A, aggregate data rates differ significantly with ft. This is because the same 

value of code deviation leads to a different degree of provisioning for different data traffic 

ratios. However this difference reduces for p  beyond 0.75 where the performance curves tend 

to converge.

Overall PON Performance

So far we examined the impact of both upstream and downstream transmissions on the 

performance of either upstream or downstream throughput, (i.e., one at a time for different 

traffic ratios and code allocations. In the following, we examine the code allocation scheme 

used for provisioning the entire W-OCDM PON, in terms of the overall network performance 

measure Q defined in Section 4.3.3.

Figure 4.9 presents the plots o f Q vs. A for the four values of /?, wherefrom we can 

the overall performance o f the PON and arrive at an appropriate (optimum) resource 

Provisioning. From Fig. 4.9, it is evident that, the PONs with lower upstream traffic p  enjoy 

ive'y better overall throughput performance in terms of Q. This is because they spare 

e number of codes to admit new users, who in turn incrementally increase the throughput 

ft upstream and downstream directions. This is indicated by higher values of Q for P <
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Fig.4.9. Total number of users- total throughput product Q2 versus code 
allocation deviation; Packet size=75B; Shared codes with contention;
Binomial traffic

0.5 than for p  > 0.5 at A = +7. Further, it is understood from the plots that, the PONs with 

lower traffic ratios can support more number of users to obtain the same level of overall 

performance. Also we find that the performance of a W-OCDM PON becomes more sen sitiv e  

with A for increasing upstream traffic which limits the scalability of the network for the 

corresponding traffic ratio.

4.6 Summary
* . l

In this chapter we examined the provisioning aspects in a hybrid PON which employs 

WDM and OCDMA technologies. Provisioning in such a network essentially c o n s is ts
o f

wuivi ana u l u m a  technologies. Provisioning in such a network e ssen tia lly  

allocating channels or resources f o r  both improved t h r o u g h p u t  p e r f o r m a n c e  and to achie 

balance between expected (as per average traffic pattern) and actual data t r a n s f e r  

Optical codes and wavelengths are the resources in the hybrid PON under consideration, 

our work we adopted a heuristic approach f o r  allocating codes to the O N U s / u s e r s  which 

into consideration the traffic asymmetry between the upstream and downs 

transmissions. We developed an analytical model f o r  system th ro u g h p u t t a k in g  ^ 

consideration the effects of interference and code contention in the u p s t r e a m  c h a n n e  ^ 

helps in understanding the behaviour of a network with a s y m m e t r i c  t r a f f i c .  Two sepa*^ 

throughput models based on Binomial and Poisson traffic distributions were form 

compared. Further we studied the under-provisioned and o v e r -p ro v is io n e d  (with reference
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the heuristic allocation) regions using an open search mode of code allocation with fixed 

resources. We propose a few figures of merit which helped us draw useful conclusions on the

overall system performance.

This method of allocating codes might tilt the balance between the bidirectional traffic 

with reference to the average traffic. In the process the network gets either under-provisioned 

or over-provisioned with respect to the heuristic estimate. Depending upon the relative traffic 

intensity in the upstream and downstream, variation in degree of provisioning A might in 

some situation, benefit the data traffic with higher intensity, while sacrificing only a nominal 

amount of service quality for data traffic with lower intensity.
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CHAPTER 5

Transmission Impairments in a WDMPON Employing AWG- 

based Remote Node

5.1 Introduction

As discussed earlier in Chapter I, a dedicated wavelength-per-channel preserves the bit rate 

and protocol transparency of a service, both of which are valuable features for a rapid 

growing access segment. A WDMPON might consist, in general, several clusters of ONUs, 

each one terminating at a business house or an individual home. The clusters would usually 

be interconnected in a star or a tree topology to the OLT located on the access backbone. This 

backbone is usually a ring, which connects the PON to higher levels of network hierarchy as 

discussed in Chapter 3. Over the last decade, this segment alone has grown to such an extent 

that, considerable research effort has been made on studying appropriate topologies and 

device technologies for the PONs to sustain. For such PONs, with medium- to long-reach 

spans (10-20 km), tree topology would prove more cost effective. Such realization of PONs, 

with tree topology usually employs one or more stages of RN in between an OLT and ONUs, 

''herein an RN uses a passive device for collection/distribution of upstream/downstream 

wavelength channels [McBaOO]. The passive device can be a PSC or an AWG. PSC’s power 

splitting losses make it unsuitable for high port-counts. An AWG is an imaging device with 

"avelength-dependent focusing and dispersive properties. A WDM signal undergoes 

wavelength-dependent phase delay as it traverses this AWG towards the output port 

[SmDa96], which results in a static wavelength-routing pattern for individual channels. Thus

11 ca" be an ideal WDM multiplexing/ demultiplexing device for RN without incurring the 

power-splitting loss experienced in PSC.

Further, AWG is amenable to large scale IC fabrication using waveguide 

’ ^  SUch> has been continuously worked upon for improvement by several p 

proponent research groups [Smit88], [TSKN90], [Mcgr98]. Silica-based AWGs with very 

°w '"sertion loss (3-4 dB), good crosstalk levels (30 to 35 dB) [TaOT96], high fiber
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coupling efficiency and polarization independence were reported (as discussed in Chapter 2 

Since the device loss does not increase with port count, AWG is ideally suitable for scali— 

up a cost-sensitive WDMPON. Takahashi et.al reported 1 nm resolution capability of tl* 

AWG-based demultiplexer at 1.3 |itn [TSKN90], proving its suitability for PONs supportin; 

dense WDM (DWDM) transmission.

In order to sustain the huge growth potential in the access segment, and to justify the 

additional inventory costs involved both at the OLT and ONU for WDMPONs, service 

quality should be ensured within the allocated power budget. Furthermore, for minimizing the 

budget overheads as well as to ensure fail-safe operation of the network, one needs to gain 

good insight into the physical layer issues of the optical channels. By identifying major 

transmission impairments under given operating conditions and by assessing the extent to 

which they can influence signal quality, one can gain full control over the network operation 

and its upgradeability. For instance in an RN, a downstream WDM signal might be subjected 

to several transmission impairments due to signal attenuation, crosstalk from co-propagating 

channels and beat noise (due to square law photodetection process) apart from the signal- 

dependent shot noise and the thermal noise at the receiver end. In addition, p o w e r variations 

at various AWG ports and non-ideal lasers with finite linewidth can further deteriorate the 

receiver performance at both OLT and ONU.

Some useful investigations have been reported on transmission characteristics and 

crosstalk-related BER degradation in AWG devices through analytical as well as 

experimental studies [TOTI95]. Further, some important physical-layer limitations of 

wavelength-routed signals in long-haul networks were examined in [RDFM99]. In the present 

work, we attempt to model some of the relevant features of AWG, in presence o f  non-ideal 

lasers with finite linewidth, and use the model to evaluate the BER performance of various 

optical channels received at the ONUs through the output ports of AWG. The rest of 

chapter is organized as follows. Section 5.2 describes the network configuration and the 

important characteristics of AWG. In Section 5.3 we discuss about the transm' 

impairments and analytically evaluate the signal power captured at various output p 

through a novel spectral-to-spatial transformation. Thereafter, we develop a BER model ^  

the optical channels, which captures major impairments in the WDMPON. F*na  ̂

discuss the implications of the results obtained from the numerical evaluation of th 

Section 5.5 presents the summary.
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5.2 WDMPON Configuration

We consider a WDMPON configuration which employs an AWG in the RN for distributing 

the optical ch a n n els from OLT to individual ONUs, on specific wavelengths as shown in

F e e d e r  S eg m e n t D is trib u tio n  Segm ent

Fig.5.1. AWG-Based WDMPON Configuration

Fig. 5.1. The AWG-based RN demultiplexes the downstream WDM signal from the OLT, via 

distinct output ports to individual ONUs, through static wavelength-routing mechanism of the 

AWG. The RN is generally located close to the ONU premises to reduce the fiber cabling 

costs. The PONs with such configuration may typically have with a 20 Km reach, with about 

5 Km between the RN and the constituent ONUs. The OLT consists of a WDM transmitter 

V'hich can be a single tunable laser source or a laser array, depending upon the speed 

requirement, the number of ONUs and the power budget allocation of the PON. Each ONU is 

equipped with a fixed-tuned transceiver (FT, FR) whose transmit-receive frequencies are 

separated by one FSR of the AWG, so that the same fiber link can support bidirectional ONU 

tmffk (further discussion on FSR is made in Section 5.2.2). Every ONU in this scheme gets 

the ful1 bandwidth of an optical channel provided the link budget is adhered to. A WDM 

COuPler directs the upstream and downstream to relevant sections in the ONU transceiver. 

GaAsP or AlGaAs based distributed feedback (DFB) lasers can provide 17 to 20 dBm output 

P wers which are expensive and would be suitable only for the transceivers in the OLT. Low 

P°Wer DFB lasers with -2 to 3 dBm transmit powers are relatively cheap and can be used m 

4e ° NU transceivers. Typical values of linewidths for DFB lasers range between 10 GHz to 

MHz. PIN photodiodes are in general used in ONU receivers, while OLT receiver can

0 have receivers with avalanche photodetectors.

tob ^  ^  °0nsider the AWG and some sPeciflc a s P ^  of its functlonallty that enablS 11 
ery useful demultiplexing device.
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5.2.1 Wavelength-Routing Mechanism

It is important to understand the mechanism by which an input WDM signal is dem ultip lex^  

and routed to the various ports in an AWG. An AWG exhibits periodic wavelength propem 

which allows the device to reuse the same wavelengths at different input ports, to be routed to 

distinct output ports as seen in Fig. 5.2. This gives AWG the capability to function as a

A  A  A
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' FS
<-
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Fig. 5.2. Routing in a 2 x 2 AWG

network element and make use of its I x demultiplexing/wavelength-routing feature in the 

downstream and N x 1 multiplexing/ wavelength-routing feature in the upstream. Typically a 

1 x N  AWG consists of an input port, two focusing slab waveguides joined by an array of 

waveguides and N  output ports as shown in Fig. 5.3. Transmitting and receiving waveguides 

are attached to the input and output ports to couple the data carrying WDM lightwaves into 

and out of the device. Slab waveguides offer free propagation regions (FPR) within whid1 

collimated beams of input lightwaves belonging to the WDM channels, undergo
Input Slab O utpu t S lab

; \
- 0 2  

•l 
-9 ok 

)-i

X,

Xo

The

its

Fig. 5.3, Far Field Pattern of Routed Optical Channels 
divergence, diffraction, interference and convergence phenomena in success 

intermediate section of waveguide array has a constant path difference ^

adjacent waveguides. An incoming lightwave undergoes divergence in the first ^  

diffraction at the input aperture of the array and interference in the second FPR' P 

on the propagation constant and path length in each section and the w a v e l e n g t h -
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lightwave is subjected to progressive phase shifts in the AWG device. At a position where 

propagating lightwave satisfies the phase match condition, constructive interference takes 

place and its corresponding focal field appears at the respective output port. Thus the focal 

position of the output signal field is uniquely determined by the wavelength of the input 

signal in an AWG.

The plane consisting of focal fields corresponding to all input WDM lightwaves 

constitutes the image plane of the device along which N  receiver ports are located. This 

image plane is a part of a Rowland circle with a focal length Ra which is an important design 

parameter [SmDa96]. Thus spatial separation of the demultiplexed lightwaves of respective 

channels is obtained through a static wavelength-routing mechanism at the output aperture of

Table 5.1 AWG Device Parameters
Para
meter

Description Numerical Value

m diffraction order in the AW G/ order o f the beam 118

A/ra* free spectral range (= fjm ) 1600 GHz

c velocity o f light in vacuum 3299792458m/s

central wavelength in vacuum; \ =  optical channel wavelength 1.55381 pm

focal length o f  focusing slab waveguide 9381 pm

X, effective refractive index o f  channel waveguide 1.4513

Xfpr effective refractive index o f  slab waveguide/free propagation region 1.4529

Pm propagation constant in the free propagation region

■v« group index o f  the w /g mode =  rdH ,, ,dNc
Nr + f— - or N-A.—- 

c J d f  ’ dX

1.4752

fi propagation constant in the w /g mode

AL path length difference between adjacent waveguide 126.46 pm

r normalized V-parameter o f  the waveguide material (fiber) 

v  = \ ~ n ,  )  where a, n,, n 2 are the fiber

parameters

**
width o f  the channel waveguide

effective mode width =
[o.5+ ' 1 1<(/ <10 

V -  0.6 J
V/o

beam width o f  the far field = w
4.5 pm

4

4r

0

9,

9o

P‘tch o f  * e  waveguide array 

Pacing o f  input/output waveguides

dispersion angle due to path difference between adjacent w/gs

^fraction anS*e *n the input slab region

fraction angle in the output slab region

25.0 pm

25.0 pm
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the AWG. In this process, incomplete coupling of power at the junctions between l\* 

waveguide array and the slab regions contributes to the insertion loss of AWG. However it is 

independent of the device port count. This feature of AWG makes it more suitable fora PON 

with large number of ONUs as compared to a PSC. Table 5.1 gives the list of device 

parameters, their descriptions along with the numerical values of select parameters as 

employed by Takahashi et al [TOTI95], which we use in our subsequent analysis. The phase 

match condition for constructive interference at a given output port can be expressed as

N,.VRd a s in d, +  N„AL +  N m d a sin 6 n =  mX  (5.1)

P m d a sin d, +  /3gAL + p m d a sin 9„ = 2 n  m

where, 0 ,= i—  and 80 ~ j —  with i and j as the indices of input and output waveguides.
Ra Ra

From eqn.5.1 [SmDa96], it is evident that the refractive indices and geometrical 

dimensions of the constituent sections have to be designed appropriately to obtain the routed 

outputs at desired ports. Next, we examine various aspects of A W G  analytically w ith  the aim 

to develop a propagation model for the routed lightwaves of the respective WDM channels.

5.2.2 AWG Characteristics

In this section we consider some important characteristics of AWG and express them 

analytically based on earlier work [SmDa96]. These characteristics of AWG are used ii 

subsequent sections, to evaluate the amount of optical signal power available at the ou p 

ports of the AWG. Focusing ability of AWG determines the amount of power that can be 

collected at the receiver ports. Primarily for the center wavelength Ac, the parameter A£ 

crucial factor to realize a well-focused output on the image plane. For Ac, the group refra 

index of the waveguide mode Ne is same as refractive index of channel w a v e g u i d e  M 'n * 

phase matching condition, so that eqn.5.1 reduces to N CAL -  mAc ■ Then the a j

waveguide path difference [SmDa96] can be expressed as
me (5.2) AL = -------

/ ,  Nc
orders ^

Thus, for the same path difference, there is a trade-off between higher diffract)0n 

lower refractive index for channel waveguides to ensure optimum focusing leve*s ^ 

image plane, maximum channel powers can be obtained for a given diffracti°
,  o  ch0ws tn

which would reduce significantly for all other orders [SmDa96]. Figure 5.J
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d e m u l t i p l e x e d  c h a n n e l s  from mth order, which are obtained around the central output port of 

the device Diffraction into undesired orders, absorption and scattering phenomena inside the 

device add to the insertion loss in the device.

When the wavelength of a lightwave in an input channel deviates from the center 

wavelength /U  the path  difference in the waveguide array causes the focal field of the signal 

to shift from the central port (non-ideal constructive interference) along the image plane. The 

extent to which this lateral shift takes place per unit frequency change is called dispersion D 

and is determined by the device parameters. Though this aspect is effectively utilized for 

spatially separating the multiplexed channels, within a channel, this dispersion can cause 

some transmission impairments. In particular, when a channel employs an optical source, 

which does not have an ideal (line) spectrum, a part of the optical power is lost (smeared out) 

through shifted focal fields of constituent spectral components. Thus the spectral spread of a 

nonideal laser gets transformed into an undesired spatial spread at the output port of the 

AWG, lead ing to interchanne! (hetero-wavelength) crosstalk — we address this issue in further 

details in the following two sections. In Fig. 5.3, for a signal component of frequency /  angle 

of dispersion 9 can be viewed as the output diffraction angle ft) corresponding to a zero 

input diffraction angle 0\. The phase difference for ideal interference is given as 

pkL=27m from eqn. 5.1. The phase match condition for zero input and output diffraction 

angles is given by

/ W osin0=A^-/?AZ

We can express dispersion angle 9  in terms of the other parameters [SmDa96] as

: sin 1 M b -m lK  _ NgAL N gmc (5.3)

Pr-pR̂ a _ NfPRda Nj.pRdaf cNc 

further, for w aveguide spacing Ax  «  R, lateral dispersion and angular dispersion are related 

thr°ugh the focal length Ra [SmDa96] as

D = ^ = R d6 (5.4)
df  ad f

ubstituting the expression for 0 from eqn. 5.3 in eqn. 5.4, we get angular dispersion a

1 N me (5.5)
df ~~ —

S m i t  a n d  D a m  [SmDa96] approximated the modal field of the array w a v e g u i d e s  

aussian beam which in turn determines the far field intensity pattern of the rout ‘g
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power. The far-field distribution is obtained along the image plane of the A W G  and sit' 

power at the ith port [SmDa96] is given by

- 20 *

m  = P „ e ^  (5j6)

where, Pa is the max. power at a port , 9  gives the angular deviation from the m idpo in t of

central port and 0W is 3dB beam width of focal field ( at 1/e2 of P ) = A __L_
N FPR  we >/2*'

6W is inversely proportional to the modal field width of input waveguide, and hence, sinsle 

mode fibers which have low values of modal widths, are used both in the array and ir. 

input/output ports. Thus, as seen in Fig. 5.3, the far-field pattern has a Gaussian profile with 

the peak coinciding with the central channel (at central port) of the m[h order diffraction bean. 

The curvature of the far-field indicates that the field intensity reduces towards the edge-ports. 

affecting the signal quality of the channel routed to those ports. This gives rise to difference 

in the signal loss between central and outermost ports called loss non-uniformity.

Far-field intensity profile 
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Fig. 5.4. (a) Diffraction order and (b) FSR of A WG-RN

multiples of yc, niipj^ing llltu ;,cvc,ai U1UC15 jjj uijuacuuii is pusMuic aiong the image plan 

the device. Higher orders allow more number of wavelength components to be spati 

separated and so diffraction order of the device m is a parameter which denotes the resold 

capability of AWG. Takahashi et. al took experimental results using AWGs of order 

[TOT195]. Depending on the desired value of m and / c, other parameters can 

using eqns. 5.2 through 5.5. The spectral distance between two consecutive diffraction 

beams is called the FSR of the AWG. The value of FSR determines the periodicity _ 

AWG as shown in Fig.5.4. This property can be utilized in a PON to save the port count® 

AWG since upstream transmissions can be sent on an optical frequency which is seP ^  

from the downstream carrier frequency by one FSR using a single fiber per ONU. Infa 

included this aspect in our PON configuration.

be calculated 

order 

oft!*
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We examine the impact of these functional parameters on the channel performance 

through an ana ly tica l model and discuss the results in subsequent sections.

5.3 Impact of Laser Spectrum on AWG Performance

Next we consider some of the salient signal impairments that affect the performance of 

demultiplexed optical channels in a WDMPON. Impairments have two-fold effect on the 

PON performance. They increase the noise variance of downstream signal transmissions, 

making data recovery erroneous at the ONU. Similarly, upstream transmissions generated 

from ONU reach the OLT with reduced signal to noise ratios, demanding additional 

processing to restore the signal quality. We examine the nature of three such impairments at 

three different points in the optical link viz., the transmitter, the RN and the receiver.

A typical WDMPON of a moderate size may need to support 16-32 ONUs (and 

wavelengths), which on demand may have to scale upto 64 or more, in order to justify the 

deployment costs. In this regard, linewidth of the laser along with the wavelength channel 

spacing would play crucial role in determining the performance of a WDMPON. The 

principal cause of line broadening of a laser is associated with quantum fluctuations in photon 

emissions which give rise to laser phase noise. Random spontaneous emission is intrinsic to 

Laser operation. Salz described it as a Weiner process, characterized by a zero mean, white 

Gaussian frequency noise with two-sided spectral density N0 [Salz86]. This gives rise to 

phase deviation in the radiated field of the laser and reduces its coherence time. As a result 

emission spectrum of an optical channel exhibits a spectral spread leading to a non 

ne§Hgible linewidth. The electromagnetic field of such a lightwave for a given channel can 

be viewed as a wide sense stationary random process whose power spectral density (PSD) is 

commonly referred as “Lorentzian”. Accordingly, the PSD of the Lorentzian laser emission 

SfJ) with a center frequency f 0, corresponding to ith wavelength (channel) [Salz86] and is 

expressed as

% )= -

1 +' /  + f  ^J Jo
n N

+-
(5.7)

1+
o J

r f - f o  V
nN,o J
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where, A represents the amplitude of the optical field, N0 denotes laser frequency non

spectral density and BL is the 3 dB laser linewidth with n N0 BL.

Though crosstalk in WDM channels may be caused due to various mechanisms, in t- 

AWG-based RN, which operates as a 1 x N  demultiplexer in downstream, inter-chanre! 

crosstalk may become more significant. The finite laser linewidth causes a spectral spread ir, 

its emission spectrum. As a result spectral components deviating from the center frequena 

but belonging to a single optical channel get routed to adjacent ports on constructive 

interference in the RN. This leads to an overlap of the focal fields belonging to different 

wavelength channels and manifests as inter-channel crosstalk. Closely spaced channels 

undergo further deterioration due to the proximity of the corresponding spectral main lobes. 

Fig. 5.3 illustrates this effect. Inter-channel crosstalk increases shot noise in the receiver both 

directly and indirectly through beat noise formation which we discuss in the following 

section. It can be detrimental to closely spaced WDM channels such as in WDMPON using 

> 64 channels.

Photodetection in an optical receiver is a non-linear process where the a m p li tu d e  of the 

detected electrical signal is proportional to the square of the incident lightwave. When the 

lightwave consists of other signal components (due t o  crosstalk) apart from the d esired  one. 

the photodetected output consists of sum and difference terms of the constituent signal 

components. When the difference-frequency terms fall within the photodetector bandwidth, 

they contribute towards beat noise. T h i s  beating phenomenon occurs with all c o m b in a tio n s o  

signal and crosstalk terms and is aggravated by broader laser linewidths. Beat noise effe 

reduce the receiver sensitivity and have to be contained with appropriate s y s t e m  design 

addition laser transmit powers might also be subjected to small variations due to temped 

changes. We consider the effect of these phenomena on the signal quality at v a r i o u s  data 

and laser linewidths in our BER analysis and make our observations in Section 5.3.3.

Next we derive the analytical expressions for signal and inter-channel c  ̂

components associated with a demultiplexed optical channel at the AWG output port 

earlier sections we have seen that the routing pattern of the AWG is characterized by its  ̂

field intensity profile which is expressed in terms of the angular position of the rout ^  

along the image plane (eqn. 5.6). The Gaussian focal field pattern relates the input sl^  

power to the routed output power through an exponential term. Since this term i ^ 

determined by device parameters, it can be treated as an equivalent to a transfer fonctio
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spatial domain \H{6.)|2 for the RN. Assuming that AWG is a linear device, we get the output 

power P0 = W l 2 times the inPut si§nal Power
Also from eqn. 5.7, which gives the PSD of the laser emission, we observe that the 

Lorentzian spectrum modifies the input signal power (square of input signal amplitude) in the 

frequency domain. Combining eqn. 5.6 and 5.7 we get the demultiplexed output power for (h

signal as

- 20?
el

Ax'N /  + /. 1+
f - f .  
u N

(5.8)

Table 5.2. System Parameters:

Param eter Description

B e N oise Equivalent Bandwidth (-R i,/2)

K Boltzmann Constant

T Absolute Temperature In Kelvin

R l
Load Resistance

n , h N oise Power Spectral Density

q Electronic Charge

e Laser Extinction Ratio (=0.01)

R>. Photo Detector Responsivity

No. o f  Ports (Adjacent) Contributing To Crosstalk

£Po, Polarization Mismatch Factor (=0.5)

Pr-on Probability o f  Data Symbol Being “ 1” (=0.5)

P '  1 ug Optical Signal Power o f  i'h channel

Padj^l /  Pad)*! Optical Signal Power From Adjacent Ports o f  j '*  channel

P J Optical Crosstalk Power o f  ilh channel

Thermal N oise Variance

_ 2
sh() Shot N oise Variance For “0” Bit

Shot N oise Variance For “ 1” Bit

(n « r 2 ) Crosstalk Variance from n adj. ch.s

_ xt Signal-Crosstalk Beat Variance

Crosstalk-Crosstalk Beat Variance
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In eqn.5.8, the output signal is acted upon by two transfer functions, one related to ft* 

laser linewidth (in frequency domain) and the other related to the far-field pattern of tt 

AWG (in the spatial domain). However we are aware of the fact that, in an AWG, routing 

mechanism is frequency (i.e., wavelength) dependent. Every input frequency component is 

subject to angular dispersion and routed to a distinct spatial position. We make use of this 

fact to develop a model for transformation between the two domains of eqn.5.8 as discussed 

in the following section.

5.3.1 Spectral-to-Spatial Domain Transformation o f Lightwave

In this section we develop a transformation technique to map the frequency domain PSD tern 

of a lightwave in an optical channel to the angular domain variation of the light intensity. By 

integrating the transformed PSD expressions over the port dimensions, the total captured 

signal power at each port is estimated. The central idea involved in the transformation is that 

the frequency deviation of a spectral component from the AWG central frequency fc(~fo)15 

linearly related to the lateral displacement of its focal field. Let dd be incremental angular 

displacement corresponding to an incremental frequency deviation df. Some of the functional 

parameters which are used in the following are: the center frequency of the central port/0, the 

center frequency of the /* port (/ *0) f„h the angular separation of the ztn channel/ port from 

the central channel/ port iA&cft; output channel spacing in the frequency domain A/d and 

output channel spacing in the spatial/angular domain Adch- We next con sid er  eqn. 5.4 

integration over 9 and/ on either side, which gives

j - f  + C

r f) =0 which
where c is the constant determined by the initial condition f - f o • Thus a t/  -Jo, 

gives c = -{D/Ray 0. By substituting the value for c, we get the mapping relation as foil

R 6  /5 9)

Eqn. 5.9 can be used to obtain the desired transformation between the two domai ^  

this relation, to transform the frequency difference term /-/<,,■ of eqn.5.9, into t
o f  channel

domain. The i channel center frequency f 0i can thus be expressed in terms 

frequency deviation from the central channel (/' = 0) frequency f ,  as 

f o i  ~ f o  +  '4
n by

Using eqn. 5.9, f oi can be mapped into its corresponding angular dispersion 0m,, S
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0 =9 + ik d ch =  iA9ci (0o -  0 )
v tw *'

Using the above results, the difference frequency term can be expressed as 

,  ,  R°° ; R^  
f - J o i  D  D (5.10)

Next we consider the PSD of the laser emission spectrum as expressed by eqn. 5.7., in 

order to compute the routed signal powers at output ports. Taking into consideration only the 

positive frequencies of the laser emission spectrum and using eqn.5.10, we get

i

i+ f-fn-Wc,ch

By using the eqn. 5.9, we get the transformed laser emission in spatial domain (9) as

A

k B  l u (2Rae i 2Ra ^ o h  T 
\B , D B , D )

The transformed PSD for the zth output port can be expressed as the product of peak optical 

power and a normalized PSD s f  (9) as

S,(0) = P(; S ' (9) (5.11)
where,

2W  f2RaAech} 
>bld b, d j

and

P1 -  ro -  -

We Can now substitute the normalized PSD in the angular domain in eqn. 5.8, to get the

°VeraH transfer function as

* S'n(0)

^ the lightwave power at the i,h output port can be expressed in terms of the spatial
^ a b le *  as
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-2(iA0ci, )

7rB,
1 / 1 +

2 ^ 0  2Ra A&rh 

h D bl d (5.12)

Therefore, the total desired signal power captured at the i lh port can be obtained by integrating 

eqn. 5.12 over the angular width A0wg of the output port as follows

A6>

p l . —
t _S lg

-2{iA0ch>
e2W , , < 2 RQ 2RA& , 

1 /  1 + — fl—eft.
h D b l d

d& (5.13)

uch~

• • 4hOn applying the limits of integration, we get the desired signal power captured at the i port 
as

1 2 -2mdf
tan 1

v. B,P  , J n I b ld  J (5.14)

At the central port where i = 0, power at the central channel is given by

Slg n BLD

Next we evaluate the crosstalk power at an output port by considering the overlapping 

tails of the light intensity profiles from the two neighbouring adjacent channels. Optical 

powers at each of the adjacent ports Ph i(9) and -P,-t(6) are given by

-2(i+1Atich)2

2RJ, 2Râ \)Mch 
13jO HjD

and

-2 ( /- IA ^ a )2

s ' ; \ 0 ) =  ± - e <
7$.

1
2Ra9 2Ra{i-\)Mch 
B,D ' B,D !

(5.19

u L yBiP bld ’ J . ,  ,5 0ver the
nter-channel crosstalk at a port can be estimated by integrating the terms in eqn ■

* nort
desired port dimensions i.e., (iA6ch ± A0wg). Thus the total crosstalk appearing a 1 

given by
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By substituting eqn. (5.15) in the above expression, we get the inter-channel crosstalk power

as

'Aft*

P' =1 xl

i

\
A6L

nB,

'  -2(/+lA^)2N
el 1

V J
u(21ta0 21ia(i+))Aech\2 

_ \  BLD ' B[ D )

d e

l&Ork

I 7lBr

iA8ch-i

-2(i-\A9ch)

dd  (5.16)

On integrating eqn. 5.16 we get the total crosstalk appearing at the *  port, given by

-2{^Aech)2

P' = ~e  w« Ik

- 2 ( / - i a  ec h )

A*
~ 2 ? e

9 1w

tan

tan

-1  j 2Ra A0 ,+Bl D \ ~ch 2
-tan

B , D
Adch~

2 R

b l d

A 6.. Aft. (5.17)

For the central port ( i = 0 ) , this reduces to

,2
P° -  A e2 rxi------e w

n tan
-1 2 Rr

B L D

A 0
A0ch +-

wg 2 Rn
■ tan

h D

A0.wg (5.18)

The

model
signal and the crosstalk powers, derived in this section, are incorporated in the BER 

developed in the next section

5 3-2 BER E valuation

^ sec tio n  we develop an analytical model for evaluating the BER performance of the 

u't>plexed optical channels by using the models developed in the foregoing sections, 

Emission impairments and the signal powers received at various AWG ports.



consider the intensity-modulated direct-detection (1M-DD) communication scheme fc:-t 

evaluation of BER at receiving end. Like thermal noise, for binary data, inter-chi-,, 

crosstalk affects both for ‘on’ (data bit 1) and ‘o ff (data bit 0) signal pulses. Weco,-ijr 

crosstalk contribution from only two neighboring ports/channels. Since beat noise practice 

affects only the ‘on’ pulse (e = 0.01 from Table. 5.2), the corresponding probabih 

occurrence of data bit 1 is included. The various noise components corresponding to * 

channel (given as a superscript for signal and crosstalk powers) are expressed in term;: 

their respective noise variances. The thermal a]h and shot noise variances for “0” bit <?;,

and “ 1” bit cr2sh] are given by 

AKTB.

R,
= 2c1£Rx andcrvAi = 2qRAP ^B t 

where the symbols used in the above expressions represent the variables as defined in Ta..:

5.2.

Further shot noise variances from crosstalk from nadj adjacent channels (considering only t^ 

adjacent channels) can be expressed as 

=  2  "7 Ri K  nadJ Be p r_m 

As discussed earlier, the beat noise variance between signal and crosstalk can be expressed ;

crsg _ a  - ^ p o l ^ X  R sigP xl P r -o n

a n d  th e  c r o s s t a lk - t o - c r o s s t a lk  b e a t  n o i s e  v a r i a n c e  i s  g i v e n  b y  

_2
x t- xt polR X R actj+\^*adj-\ P 0

Considering all the constituer 

0” and “ 1” bits are given as

Considering all the constituent noise components, the standard deviations of total no’

a o -  + ^ 0  + <rx2, + and a , = ^cxfh + <x*, + e r l + a l  ^

At the receiver we choose a value for the decision threshold which is kept irtd p 

beat noise to make the receiver electronics simple [RDFM99]. Accordingly w 

decision threshold term I,h using the noise variances as
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RxP‘ga  o + eRxP^H<7\
Ith = _  " ' . _ ’

“  c r 'i  +  c r0
where, s = extinction ratio of the optical source

P‘vg = Captured optical signal power over ith output port

°"i -  +  c r sh l +  C7xt

Finally, using Gaussian statistics for receiver noise processes for the “zero” and “one”

Here we ignore the signal losses and possible crosstalk encountered in WDM coupler at the 

ONU, which can be duly accommodated in our model, when necessary, in the received signal 

and cross talk power levels. Using the above expression, we evaluate BERs of; the routed 

optical channels at various ports for relevant transmission parameters.

5.4 Results and Discussion

In this section, we present the results of our BER analysis for routed optical channels through 

AWG. We employ the values used by Takahashi [TOTI95] for device specifications in our 

numerical computation. Several AWG- related device parameters are taken f r o m  [TOTI96], 

based on which other functional parameters were calculated using the expressions developed 

ln Section 5.2. A 1 x 16 AWG is considered with an insertion loss of 6.5 dB and a 

propagation loss of 4 dB. Two operating speeds for PON, viz., OC-3 (155 Mbps) and OC 12 

(622 Mbps) in c-band (1525 nm-1565 nm) are assumed. Class B PONs have typically 20-25 

dB power budgets which our configuration can easily support. Further, we considered 100 

GHz (~0.8 nm) channel spacing for 16 WDM c h a n n e l s  which specifies the minimum value of 

R as 1600 GHz. We assumed that effective spectral width of the main lobe of the received 

Slgnal ISthe r°ot mean square value of the data rate and laser linewidth in all cases.

9 0receptions (with oo and cti as the variances, respectively), the receiver BER [RDFM99] is 

expressed as

(5.19)
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Output Port o f  the Remote Node

Fig. 5.5. Loss characteristics o f AWG at 155Mbps; P_OLT=-22.5 dBm; 
Channels= 16; Ch-spacing=l 00 GHz; Beat independent

Figures 5.5 and 5.6 illustrate the loss characteristics o f routed optical channels at the AWG

output ports for different laser linewidth values at 155 Mbps and 622 Mbps. The total signal

loss is inclusive of the fixed amount of insertion loss of AWG and a variable component

which depends on the location of the output port along the output aperture. It is evident from

Figs. 5.5 and 5.6 that, though the total signal loss for a channel increases with source

Fig. 5.6. Loss characteristics o f AWG at 622Mbps; P O L T "  16.5 dB
Channels=l 6; Ch-spacing= 100 GHz; Beat independent

linewidth, the differential loss between innermost (port #0) and outermost (port ^  

ports remains constant for both transmission rates. Further, we find that at higher  ̂ ^  

the signal loss becomes relatively less sensitive to laser linewidth within 100
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range. On the other hand, for signals transmitted with linewidths far exceeding the data rates 

(5 GHz -  10 GHz), the absolute value o f signal loss increases at all ports though to the same 

extent for both the channel rates. We observe a 0.5 dB additional loss as the linewidth value 

increases from 1 GHz to 5 GHz. This loss can be attributed to incomplete captured optical 

power from the main lobe of the routed signal spectrum, whose intensity is spatially
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Output Port o f  the Remote Node

Fig. 5.7. Comparative loss profiles at different data rates and linewidths; 
Channels=16; Ch-spacing=100 GHz; Beat independent

modulated by the Gaussian focal-field pattern at the image plane. On the other hand, channel 

data rate and source linewidth broaden the main spectral lobe of the routed emission 

spectrum, which results in further loss o f the captured signal power at a port. Their individual 

influence on the loss profile depends on the relative dominance of data rate and linewidth in 

determining the “effective” bandwidth of the transmitted signal.

Figure 5.7 compares the loss characteristics of the A WG at 155 Mbps and 622 Mbps 

f0r 500MHz and 1GHz linewidths. It is observed that at 155 Mbps, inner channels (channels

r°uted to port-location close to port #0) are s o m e w h a t  more susceptible to loss with

^creasing source linewidth than the outer channels (port near the edge of the output 

aPerture). However the sensitivity to linewidth reduces at the higher data rate. We examine 
thls aspect in Fig. 5.8

R_b=622Mbps; P_OLT=-16.5dBm; Laser Iinewidth=500MHz —0— 
Laser Iinewidth=l GHz — 1—  , 
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Fig. 5.8. Signal loss versus laser linewidth; C h a n n e ls^ ;
Ch-spacing= 100 GHz; Beat independent

over a much wider range of laser linewidth (100 MHz-2.5 GHz) values. As expected, for 

broader linewidths, signal losses become independent of data rates over the observed 

linewidth range of 100 MHz to 2.5 GHz [Fig. 5.6 & Fig. 5.8].

Figure 5.9 shows inter-channel crosstalk characteristics of 155 Mbps data channels a 

different A WG ports with laser linewidth as a variable parameter. We find that the crosstalk 

variation with port is small, with; less than 1 dB margin at both inner and outer ports. As
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Fig. 5.10. Inter-channel crosstalk Characteristics for 622 Mbps channels; 
P_OLT=-16.5 dBm; Channels=16; Ch-spacing=100 GHz; Beat independent

indicated earlier, inter-channel crosstalk is a spill-over from neighboring channels and

depends on both spectral spread and optical power from adjacent ports, and is more for

innermost ports. For this reason, inner ports accumulate slightly more crosstalk from adjacent

ports. As expected, it is evident from Fig.5.9 that crosstalk is a strong function of linewidth

over the observed range of 100MHz to 10GHz for OC-3 channels. For instance, data channels

at all the 16 port-locations accumulate approximately 3 to 5dB additional crosstalk with every

3 dB increase in linewidth. Figure 5.10 shows that at a higher data rate (622 Mbps) for
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F i g .  5.11. Inter-channel crosstalk Characteristics ̂ s u s J / R e a t  i n d e p e n d e n t  

different data rates; Channels=l 6; Ch-spacing=
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linewidths below 1GHz, the absolute value of crosstalk increases more rapidly with linewid-5- 

than at 155 Mbps, though the crosstalk variation with port is very small;

In Fig. 5.11, we observe the impact o f laser linewidth on crosstalk at the centra] and 

outer ports for the two data rates. It is evident that the differential crosstalk across 8 ports is |

Output Port o f  the Remote Node

Fig. 5.12. BER Characteristics of routed 155 Mbps channels without beat 
noise effects; P OLT=-22.5 dBm; Channels=16; Ch-soacin£=100 GHz

dB irrespective of any change in either the data rate or the output port. Further, we fin d  that a* 

155 Mbps, crosstalk in the data channels becomes sensitive to linewidth: within 100-500 MHz 

range and all ports are affected equally. However at 622 Mbps, sensitivity to laser linew idth

«  le-007§N.

Output Port o f the Remote Node

Fig. 5.13. BER Characteristics for routed 155 Mbps c h a n n e ls  considering 
beat noise effects; P_OLT=-22.5 dBm; Channels=16; Ch-spacing=iw



red u ces considerably. Crosstalk dependence on data rate gradually decreases for larger laser 

l in e w id th s , and beyond 1 . 7 5  G H z  becomes insignificant with an overall deterioration in 

c ro ss ta lk  performance.

Next we examine the impact of signal loss and crosstalk on the data channels in terms 

of their BER performance. In Fig. 5.12, we present the BER plots for 155 Mbps data channels 

at various ports for varying source linewidths <10GHz. Figure 5.13 shows the corresponding 

performance when beat noise impairments are also taken into consideration. As depicted in 

Fig. 5.12, signal degradation of the routed optical channels is lowest at the central port and 

increases by 3 orders near the edge ports for linewidth values <500MHz. However laser 

linewidths of higher values affect the inner ports more seriously than the outer ports where 

the BER degradation with location is only by 2 orders. Comparing the two figures, it is 

evident that for laser linewidths < 1 GHz, beat noise effects on channel BER are relatively 

more prominent at the central port, where the amount of power captured is maximum, be it 

the signal or crosstalk power. We noticed that channel quality at the extreme-end ports are 

only slightly affected by beat noise implying that the observed drop in BER is mainly due to 

lower available power levels. This in turn makes shot noise-dependent impairments less 

tangible at these locations. On the other hand, for channels using source linewidths exceeding 

1GHz, at all ports, beat noise degrades the signal quality significantly. However B E R  

variation with port is much less as evident from the corresponding curves at 5GHz and 10 
GHz.

Laser linewidth, MHz

Fig. 5.14. BER versus laser linewidth without beat noise effect for 
different data rates; Channels=16; Ch-spacing=100 GHz
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In Figs.5.14 and 5.15, we examine the impact of laser linewidth on BER, at innermost ^  

outermost ports for two different operating speeds with and without beat noise respectively 

From Fig.5.15, we find that the inner channels are more sensitive to the laser linewid-1 

variation at the lower data rate especially for linewidths < 750MHz. Channels routed to per. 

#8 are less sensitive to linewidth variation and at both data rates. They register a BER drop of 

about one order compared to more than two orders by data channels at port #0. As seen fro- 

Fig. 5.15, beat noise effects are felt conspicuously at the inner ports for laser linewidth values

Laser linewidth, MHz

Fig. 5.15. BER versus laser linewidth with beat noise effect at 
different data rates; Channels=l 6; Ch-spacing= 100 GHz

exceeding 1 GHz, and relatively more for lower data rates.

In Fig. 5.16, we compare the BER performance of the optical c h a n n e l s  with 100 GHz 

channel spacing and different port counts. We neglect the beat noise effects as our focus 

the device functionality with modified parameters. As per the analysis carried out in

5.2, when FSR of the device is altered (corresponding to change in port count), f°r r 

device parameters to be same, order of AWG which is inversely p r o p o r t i o n a l  to  

changes. We find in Fig. 5.16, that for RNs with smaller port-counts, channel BER 

veiy sensitive to the port it is routed to. Thus 3-order variation in BER is o b s e r v e d  ac 

output ports in a 8-port RN. In comparison there is hardly 0.5 order drop in BER 

16 ports in the case of a 32-port RN. This is due to the fact that in an AWG-RN dlSp̂  ^  

coefficient increases with the diffraction order, which causes the spectral comp
[ r e s u l t s

wavelength channel to spread laterally across the image plane. This in turn 

inter-channel crosstalk to be coupled from adjacent ports giving higher BER va

in ®or{
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the inner channels as well as the outer ones. This is verified from the figure where central 

inner channels in a 32-port AWG have better BER values than those in 8-port AWG. Outer 

port performance is far better in lower-order AWGs with larger FSRs. Similarly BER 

performance at the inner ports is relatively better in such AWGs due to the corresponding 

lower values of dispersion coefficient. However it may be noted that a trade-off exists 

between channel performance and frequency resolution associated with lower value of m.

Output Port of the Remote Node

Fig. 5.16.BER performance with different port count and fixed channel 
spacing; P_OLT=-22.5 dBm; Channels=l6; Laser linewidth=500 MHz; 
Ch-spacing=100 GHz; Without beat noise ■

Next we compare the channel performance of AWGs with the same FSR supporting 

WDM channels with different channel frequency spacing as shown in Fig. 5.17. Here the 

BER profiles for different port-count AWGs are similar to the earlier case but converge to a 

COmm°n point at the central channel in this case. If  we compare the corresponding curves in 

5.16, we find that error performance improves slightly for the inner channels in an 8-port 

W(3 when the channel spacing is increased from 100 GHz to 200 GHz. In the case of 32- 

P° AWG, BER performance slightly deteriorates at the central channel for reducing the 

Ctlannel sPac>ng from 100 GHz to 50 GHz. This is because in spite of the unchanged lateral 

rsion coefficient (FSR being constant), channels are more closely spaced in the 

eqUency sPectrum for the 32-port AWG which increases interchannel crosstalk. The 

nverse happens in the case of 8-port AWG which experience less inter-channel crosstalk at
lts output port.
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Output Port o f  the Remote Node

Fig. 5.17. BER performance o f RNs with different port count and FSR;
P_OLT=-22 5 dBm; FSR=1600 GHz; Laser linewidth=500 MHz;
Without beat noise: AWG order=l 18

5.5 Summary

In this chapter, we presented our studies on a wavelength-routed WDMPON employing an 

AWG device in the RN. The AWG-based router demultiplexes the downstream WDM signal 

to distinct output ports, through static wavelength-routing mechanism providing distinct 

optical channels for every ONU. Each ONU is equipped with a fixed-tuned transceiver whose 

transmit-receive frequencies are separated by one free spectral range of the AWG, so that th 

same fiber l i n k  can support bidirectional ONU traffic. However several p h y s i c a l - l a y e r  issues 

related to the transmitter, AWG and receiver can affect the signal quality at th 

operating data rates in a WDMPON. Our work dealt with the analytical modeling of routed 

optical channels taking into account transmission impairments of the propagation path 

lightwaves. Our model takes into consideration Lorentzian emission spectrum of the ^  

laser, angular dispersion and far-field intensity profile o f AWG. Our a n a ly t ic a l  

indicated that variation of signal strength o f demultiplexed optical c h a n n e l s  was 

determined by the Gaussian focal-field pattern o f the AWG. It was noted that for line ^ 

ranging from 100MHz to 500MHz, BER of the routed channel deteriorated by 3-4 or 

all AWG ports. Interchannel crosstalk accumulation was found to be considerably 

higher rate channels with slight advantage to outer port channels compared to the
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chapters

Conclusions

WDM-based optical access technology is indeed emerging as the most powerful means for 

realizing future-proof, wired last-mile solutions. However, there are several challenging 

issues to be investigated before the benefits o f the optical solutions in the access segment 

reach the customer end as well as the service providers. Extensive research activities have 

been reported over the last two decades to improve both the device and networking related 

issues. In view of this we examined in the present thesis some of the relevant issues 

concerning the design and resource provisioning of some candidate realizations of 

WDMOANs. In particular, we considered three different realizations of WDMOANs and 

investigated some of the MAC-layer and physical-layer issues therein.

First, we considered a WDMOAN in Chapter 3 with two-level hierarchical topology of

a backbone ring connecting several passive-star-based clusters o f ONUs at the customer

premises with ANs interconnected by a WDM ring. The network e m p l o y s  b o th  active and

passive subsystems for the collection and distribution segment. We proposed an AN

configuration t h a t  handles b o t h  intracluster and intercluster c o m m u n i c a t i o n s  through

appropriate scheduling functionalities. For the proposed AN configuration, we studied

performance of two candidate MAC protocols, that are employed in the s c h e d u le r - b a s e d

to manage the transport o f data packets. For intracluster traffic, the protocol in co rp o ra te  p

transmission co-ordination based scheduling, whose performance has been evaluated

computer simulation. The delay performance has been found to improve on increas’ g

number of control channels but with an early take-off o f the delay curves. Further,ourres^

indicate t h a t ,  incorporating a few SCM subcarriers on a  s i n g l e  control w a v e l e n g t h  red ^

number of collisions between the control packets, without reducing the nu

wavelengths needed for data traffic. This in turn improves the delay performance, ^

some additional hardware complexity at ONUs as well as ANs. The problem ^

contention could also be alleviated in the given network setting by in c o rp o ra t in g
\M C  pr°t°c

ahead” feature in the scheduler. For intercluster traffic, w e  e x a m i n e d  a
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employing priority-based queuing to differentiate between RT and NRT services. An 

analytical model was developed for evaluating; the network performance and a comparative 

study of the two priority queuing schemes in terms of end-to-end delay was carried out to 

understand the mutual impact effect of RT and NRT service traffic. The methodologies used 

in this study are expected to serve as useful tools for designing a WDMOAN with ring-on- 

star topology, both for intracluster and inter cluster communications.

Next, we considered a PON, referred to as W-OCDM PON (Chapter 4) with tree 

topology employing OCDMA over WDM, which can accommodate a large number of ONUs 

through two stages of RNs using AWGs and PSCs. We first investigated the resource 

allocation issue for such a network using a heuristic method, taking into account the natural 

traffic asymmetry in an access network. We developed analytical models for data throughput 

with binomial and Poisson distributed traffic, with due considerations to (a) multi-user 

interference from bidirectional traffic and (b) code contention in the upstream transmission. It 

was observed that our heuristic estimate for code allocation offered a handy reference point to 

initiate the search for an optimum solution for resource (code) provisioning. This approach 

enables the designer to examine some of the network design aspects of W-OCDM PONs viz., 

trade-off between per-user throughput and user count (PON size); interplay between 

contention relief in the upstream channels and data packet size etc. In general, it is 

understood that the PONs with lower traffic ratio can support more number of users with 

reasonably good overall throughput performance as compared to the PONs with higher traffic 

ratios. This study is expected to help designers to allocate resources with the objective to 

improve overall throughput performance of the network.

Finally, we considered a wavelength-routed WDMPON in Chapter 5, with tree topology 

with an AWG as the RN and examined the transmission impairments affecting the 

downstream BER at the output ports o f AWG. An analytical model was developed for 

studying the impact o f transmission impairments and various system design parameters on 

the BER performance of such WDMPONs. We observed that variation of signal strength of 

the demultiplexed wavelength channels across the AWG ports is largely determined by the 

Gaussian focal-fleld pattern of the AWG. The non-ideal lasers with finite linewidth and 

crosstalk limitations o f the routing mechanism were found to cause variations in the quality 

° f  the received signal at various output ports. Moreover the beat noise effects deteriorate the 

signal quality of channels routed to innermost ports significantly than other ports. It was 

noted that, for increasing linewidths, beat noise effects on the optical signal at the receiver are 

strong enough to deteriorate the BER values by 2-3 orders at the outer ports and by 3-4 orders

107



at the inner ones. The proposed theoretical model gives useful insight into the various 

transmission impairments affecting the WDMPON performance and the results obtained from 

the model can be utilized as a design tool for optimizing the overall power budget of 

WDMPONs.

It may be also worthwhile eventually to look into the possible directions for future 

extension of the present work. While analyzing the delay performance of the MAC protocols 

for inter-cluster traffic in WDMOAN with ring-on-stars topology, we considered only the 

queuing delay at the exit point of the AN. The delay that these packets encounter while 

waiting to be scheduled in the local cluster (through control channel/s common to both intra- 

and inter-cluster packets) was ignored. This may not be justified for a network with high 

intra-cluster loads. Therefore it may be worthwhile to include also the delay incurred in the 

local cluster to get a more realistic estimate of the RT/NRT delay profiles in presence of high 

intra-cluster traffic.

In W-OCDM PON, if the RSOA in the ONU is replaced by a fixed-tuned transmitter

whose wavelength is one FSR away from the downstream, the data packets will experience

MUI only from unidirectional traffic. The performance analysis for this modified network

can be explored as it is expected to give more scope for higher throughput and better link

power budget. Moreover, to make the code strong in both scalability and performance, two

dimensional (2D) code sequences have been explored in recent times, in which data is

encoded both in temporal and wavelength domains avoiding long codes [RaDa02]. Since

each ‘ON’ chip pulse in such two dimensional (2D) code sequence is on a distinc

wavelength, there is less probability of interference. Similarly, two dimensions offer m°
* Such

combinations of the chip-pulse sequences allowing a larger code dictionary, 

configurations can be used in W-OCDM PONs with larger split ratios with better 

connectivity (due to larger cluster size) and service quality (due to reduced impact of Mlfl)

Furthermore, in the last problem on WDMPON studied in Chapter 5, we consld^  

single-stage AWG in the RN f o r  evaluating the transmission i m p a i r m e n t s .  In a  P 

situation, a multi-stage-AWG in RN might be more useful to c o n n e c t  c l u s t e r s  0 ^  

geographically spread out over a wide range. Signal loss and BER p e r f o r m a n c e  ®

■' f*Of SC&1
stage-AWG.RNs can give useful results for improving the end-to-end link design 

configurations. It would indeed be worthwhile to investigate the transmission impai 

such WDMPONs by making use of the analytical models we developed in Chapter
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