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Abstract

The aim of this work is to recast the H∞ loop shaping control problems with different

design constraints in linear matrix inequality (LMI) framework. It facilitates to design

robust controller in convex optimization approach which is computationally superior and

easily solvable using available LMI solver. The H∞ loop shaping method is a two-steps

design procedure. In first step, the open-loop singular values are shaped in order to

meet closed-loop design specifications; whereas second step is involved with controller

synthesis that ensures robustness with respect to unstructured uncertainty of the system.

In the present work, a new method has been proposed for pre-compensator selection to

shape singular values of the open-loop plant. Subsequently, the condition number of the

pre-compensator is also minimized to reduce loop deterioration and the corresponding

problem has been formulated in LMI framework.

Exploiting the H∞ loop shaping control problem in parametric form, a general design

framework is obtained. However, it needs an iterative algorithm to calculate the robust

stability margin. In the present work, the parametric problem has been formulated in

LMI form that circumvents some computational difficulties of Riccati equation based

state-space approach. On the other hand, from implementation point of view, the

full-order H∞ loop shaping controller is disadvantageous as its order is high. Here, an

alternative method is proposed to design lower-order H∞ loop shaping controller in four-

block framework. To show the performance of lower order controller the method has been

applied to a physical problem, load frequency control of inter-connected power system

where robustness is achieved against load disturbances and parametric uncertainty of

the system.

Further in this work, a local stabilization problem of uncertain LTI plant has been

addressed with bounded control input constraint. It is a linear case of actuator satura-

tion problem. Later, considering saturation nonlinearity, two different techniques have



iv

been proposed to design robust controller in H∞ loop shaping framework. One is in

LPV approach and other has been addressed by representing the saturation problem in

equivalent Lur’e type system. In the thesis, to elucidate the effectiveness of the proposed

methods several numerical examples have been illustrated.

Key words: H∞ loop shaping control, linear matrix inequality (LMI), bilinear matrix

inequality (BMI), normalized coprime factorization, static controller, Popov stability

criteria, linear parameter varying (LPV) system, load frequency control (LFC).
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C H A P T E R 1

Introduction

1.1 Background and motivation

A physical system can not be modeled exactly, neither can its behavior be predicted

precisely taking into account all the exogenous signals of the plant. This limitation has

compelled the control system community to broaden the arena of classical control to

robust control theory for designing a closed-loop system that is insensitive to model

uncertainty, disturbance and noise [25, 40, 66, 91, 106, 114]. Needless to say, there has

been a quantum jump in number of research articles on robust control theory in recent

times ([24, 27, 40, 66, 114] and references therein).

Although the analysis and synthesis tools for linear SISO plants have reached a ma-

tured stage [25], extension of these theories easily cannot be directed to multivariable

systems [27, 73, 81]. Particularly, the cross-coupling and inadequate gain-phase infor-

mation of MIMO plants create complexity in design [40, 91, 114]. To overcome these

difficulties, a formidable interest has been generated in multivariable control and several

successful design methods have been developed [27, 33, 40, 66, 73, 81, 91, 114]. Among

them, the H∞ synthesis is a popular and effective robust control design technique for

multivariable systems [26, 33].

In early 80’s, the concept of H∞ control was first proposed to provide a better de-

sign trade-off between performance and stability of the closed-loop system [113]. This
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problem is cast as an optimization problem for minimizing the H∞ norm of an objective

function [26, 33]. The optimality as well as applicability of this method to multivariable

systems enhance its popularity, however, its success is limited sometimes due to com-

plexity of the design and high order of the controller [40, 114]. Note that, the synthesis

of H∞ controller is often carried out for an augmented plant which is formed by combin-

ing nominal plant with the appropriately chosen weights [26, 33, 40, 114]. These weights

are selected on basis of the performance specifications. In selection stage, no informa-

tion is available for the performance bound. If high performance bound is obtained,

the weights are reselected and whole design process is repeated. Thus the selection of

weights in H∞ control is an iterative process and essentially depends on designer’s expe-

rience and intuitions [40, 114]. In late 80’s, Doyle-Glover-Khargonekar-Francis (DGKF)

[26] and Doyle-Glover [38] methods were introduced to provide some systematic steps

for H∞ controller design where some assumptions were made to avoid singularity of

the problem. In order to satisfy these assumptions, designer often requires to perform

loop-shifting and transformation that again impart some extra burden to design. In

the two design procedures mentioned above, coupled AREs are solved to synthesize a

stabilizing controller and an iterative algorithm is used for calculating the performance

bound [26, 40, 114].

On the other hand, the LMI approach to H∞ control leads a remarkably simplified

method for controller design [36, 49]. This technique provides a design platform where

the number of assumptions is reduced, iterative algorithm for performance bound is

bypassed and the solvability conditions are characterized by two symmetric positive-

definite matrices. These two matrices are the stabilizing solutions of two ARIs. In [60],

a correspondence has been drawn in between the DGKF method, Doyle-Glover method

and LMI approach. Interestingly, the controller structure obtained in the first two meth-

ods can similarly be derived in LMI framework [35]. In view of the above discussions,

the H∞ synthesis problem comparatively becomes simpler into LMI approach and it is

numerically attractive as the solutions are obtained in convex optimization framework

[37].

Before the LMI approach was applied to H∞ control, a breakthrough came in robust

control theory. In early 90’s, McFarlane and Glover introduced a method, termed as H∞
loop shaping control by combining classical loop shaping concept with the H∞ synthesis

problem [64, 65]. This method shapes the open-loop singular values of the plant in

order to satisfy the closed-loop design specifications and it accounts stability margin

prior to controller synthesis. Like general H∞ synthesis problem, here the weights
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are not selected in closed-loop structure (i.e., weights on error signal, control input

etc. [114]) and to find the stability margin, whole design process is not required to

perform. To obtain this value, an explicit formula has been derived in normalized

coprime factorization framework [39, 64, 65]. It reduces design efforts and distinguishes

the H∞ loop shaping method from general H∞ synthesis problem. This method ensures

robustness of the closed-loop system against unstructured uncertainty which is described

as perturbations to normalized coprime factors of the shaped plant [39, 64]. Interestingly,

this robust stabilization problem can also be formulated in an equivalent four-block H∞
framework which is similar to general H∞ synthesis problem [65].

Hence, the design philosophy of H∞ loop shaping control is different from general

H∞ synthesis problem. Its success depends on the achieved loop shape and correspond-

ing robust stability margin, in other words, indirectly on proper weight selection [65].

Compared to multivariable plant, the weight selection is easier for SISO system and

to this end, various weight selection procedures have been reported in the literature

[1, 48, 55, 56, 61, 68, 70, 71, 109]. Specifically for weak cross-coupling, the shaping of

singular values is done by diagonal weights, however, non-diagonal weights are needed

for strongly coupled plants [70, 71, 91]. Moreover, this complexity also will increase as

the dimension of the plant is increased and essentially, a systematic method is needed

for weight selection. In H∞ loop shaping method, another major concern is to achieve a

good robust stability margin [64]. In this regard, no explicit relation exists between the

weights and robust stability margin and to achieve this goal, designer often depends on

classical concept and takes care of the factors which are causing for poor stability margin

[64, 65, 114]. In addition to this, an important question is also raised in McFarlane-

Glover H∞ loop shaping method concerning uncertainty structure of the plant. As the

stabilizing controller is designed in coprime factorization framework by describing the

uncertainty as perturbations to normalized coprime factors of the shaped plant, logically

a question comes: how does it ensure the robust stability against structured uncertainty

or additive or multiplicative types of uncertainty of the nominal plant? In this regard

the shaping weights play an important role and well-conditioned weights can ensure a

good robust stability margin for the aforesaid uncertainties. On the other hand, even

though controller appears in forward path of the closed-loop structure, the pre-specified

open-loop shape is desired for successful design. To fulfill this goal, the well-conditioned

weights and good robust stability margin are necessary, and thus weight selection process

needs special attention of the design.

Parametric H∞ loop shaping method provides a more generalized design method-
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ology by introducing an additional free parameter. In [41], keeping the same design

structure of McFarlane-Glover method, an additional known free parameter has been

introduced in performance index to obtain a better trade-off between the sensitivity and

complementary sensitivity functions of the closed-loop system. Unfortunately, when the

free parameter is not equal to one, the parametric H∞ loop shaping technique needs an

iterative algorithm to calculate the performance bound [41], and hence, novelty of the

H∞ loop shaping method is lost. In state-space approach, the necessary and sufficient

conditions for the existence of parametric H∞ loop shaping controller have been derived

in terms of stabilizing solutions of two AREs [41]. Immediately from this result, the

McFarlane-Glover H∞ loop shaping framework is obtained when the introduced para-

meter is set to one. Interestingly in [41], it has been shown that, the solvability condition

is only dependent on the stabilizing solution of control ARE, whereas the other ARE

gives stabilizing solution zero and jointly satisfies γ constraint for H∞ synthesis (i.e.,

the spectral radius of the product of these two solutions is equal to zero which is al-

ways less than γ). Furthermore, exploiting the disturbance feed-forward structure of the

generalized plant, an observer-based controller has also been realized and the problem

is addressed as a state-feedback problem [41, 87, 114]. This approach imparts a more

flexible design platform for H∞ loop shaping control. Still a formulation is needed to

avoid iterative algorithm of [41] for calculating the robust stability margin when the free

parameter is not equal to one.

On the other hand, from implementation point of view the full-order H∞ loop shap-

ing controller is disadvantageous as the order of controller is high and depends on the

order of the compensated plant [65, 114]. In control system literature, an increasing in-

terest has been observed on design of a lower order controller, and most of the researchers

have concentrated on static controller design ([16, 54, 101] and references therein) or

model order reduction [40, 114]. In this context, a novel method has been reported in

[74]-[76] for designing a static output feedback H∞ loop shaping controller. Utilizing in-

herent structure of the H∞ loop shaping control, sufficient conditions have been derived

for the existence of a static controller. This method proposes effectively a reduced order

controller design technique as the final loop shaping controller is obtained by cascading

weights with the static controller [76]. Due to sufficient conditions, it is a conservative

method, however, the non-convex rank minimization problem for controller order reduc-

tion is bypassed [36]. Moreover, it is easy to implement a tractable controller as the

design constraints are posed in LMI form [14, 37]. The design has been performed in

normalized coprime factorization framework, but, it is not always straightforward when
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the input saturation [78] and pole placement [19] constraints are taken into account.

Specifically for these constraints, the equivalent four-block structure of H∞ loop shap-

ing control may be the most suitable platform for robust controller design and an effort

is needed in this direction to design a static controller.

H∞ loop shaping method presently has also been applied to different areas in control

theory like, internal model control (IMC) [22], model predictive control (MPC) [82],

controller parameters tuning [69, 95] etc. Subsequently, in control system literatures

a large volume of works can be found where this method has been applied on various

applications in different directions [3, 21, 30, 31, 50, 57, 63, 86, 92, 96, 97, 100, 115]. In

spite of a huge success over a decade, less attention has been paid to H∞ loop shaping

control where input saturation has been taken into account. Particularly, the shaping

of singular values of the open-loop plant becomes inaccurate when the LTI plant is

subject to input saturation, and that in turn, leads to performance deterioration and

inadequate stability margin information. In literature, few anti-windup schemes and ad-

hoc methods have been adopted for H∞ loop shaping control to suppress the undesirable

effects of saturation [31, 78, 79, 96, 107] . Towards this objective, the observer-based

structure of the controller has also been used in some practical applications for gain

scheduling [70, 107]. However, one aspect is still not addressed so far for H∞ loop

shaping control: what will be performance and stability margin of the H∞ loop shaping

control when system goes into saturation? It is a non-trivial problem as saturation

non-linearity is quite difficult to realize in coprime factorization framework as well as it

becomes complex as the pre-compensator is a part of controller but not of the system.

Moreover, as system operates in nonlinear region the explicit formula used for stability

margin is no longer applicable and this method looses its novelty. To overcome these

difficulties, the modification of compensators in an adaptive way may be a remedial step

to tackle the effects of saturation in H∞ loop shaping control, however, it imparts a

difficult task to designer.

Related to saturation problem, an up-growing interest has been observed in recent

times on analysis of stability and performance study of LTI plant in local or global sense

[11, 18, 43, 47, 52, 59, 80, 83, 99]. When the saturation non-linearity is sector bounded,

for local stabilization problem the applications of Circle and Popov absolute stability

criteria are well-studied ([53, 72] and references therein). However, for global stability,

a nonlinear feedback law is needed for open-loop stable plant [34] and to this end, the

switching control becomes a popular design technique for closed-loop control [23, 84, 93].

The basic solution of these saturation problems lies on the theory of stability in the sense
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of Lyapunov. To prove stability, designer finds a candidate Lyapunov function which is

positive definite in a region of state-space, known as region of attraction for the equilib-

rium point, and its derivative with respect to time becomes negative definite [47, 52, 53].

On the other hand, to design controller for LTI plant with input saturation constraint,

the modeling of saturation non-linearity is essential. To this requirement, several model-

ing techniques have been reported in control system literatures where the sector bound

condition has been taken into account. Among them, the polytopic modeling, Lur’e type

system representation with dead zone nonlinearity etc. are the popular techniques in

actuator saturation control [44, 47, 52, 102, 103, 104, 108]. In connection with polytopic

modeling, some researchers have formulated the saturation control problem in linear

parameter varying (LPV) framework [17, 67, 94] where the system state-space matrices

are the affine function of some varying parameters [10, 111]. Meanwhile it has to be

noted that, the H∞ loop shaping method is not new to LPV framework, but it has

already been applied to such systems [6, 30]. However, using LPV approach explicitly

the saturation problem is not yet addressed in H∞ loop shaping framework and to this

direction, some design scopes can be extended [4, 5, 63, 88, 92, 98, 107]. On the other

hand, the Lur’e type system representation is a well-known approach in actuator satura-

tion problem. In this approach, the saturation nonlinearity is presented by a linear part

in combination with the dead zone nonlinearity. In closed-loop structure, the nonlinear

part is separated out and is connected in feedback with the remaining linear part. This

feedback arrangement is commonly known as the Lur’e type system representation and

for the stability of this type of system, the Popov absolute stability criteria is often

adopted. Interestingly, the H∞ loop shaping framework with input saturation nonlin-

earity can also be represented in Lur’e type system and a new design method can be

proposed.

Since long back, the researchers have devoted more time in computational aspects

of the design and their basic motive was to reduce the design complexity and time. To

this end, the LMI approach in convex optimization framework is a significant contri-

bution by the mathematicians and control system engineers. The designer quite often

formulates various design problems with LMI constraints and using some algorithms,

the problems are solved out. The interior point algorithm is one of the most popular

and efficient algorithm for solving LMI problems [14]. Interestingly, these algorithms are

readily available in some commercial software like, MATLAB and if one can formulate

design problem in LMI framework, using available LMI solvers it can easily be solved

out. Towards this objective, the concept of positive real lemma, bonded real lemma,
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passivity etc. are very essential and these can be found in some standard control system

literatures [14, 105]. In the present work, using these concepts an effort has been made

to formulate the H∞ loop shaping control problems with different design constraints in

LMI framework that yield some computational advantages in design. Before describing

the specific problems studied by us, we shall like to make a brief of some of the relevant

results which are already available in literatures.

1.2 Preliminaries

Relevant to this thesis, some basic materials have been presented in this section that

has been used in subsequent chapters of this thesis. Most of the materials are standard,

however, not self-contained and readers are suggested to see relevant references for de-

tails. In Chapters 4 and 6, some more preliminaries have also been included which will

be needed for those particular chapters.

Singular Value Decomposition [46]

Singular value decomposition is an important mathematical tool for multivariable sys-

tems. It helps to find gains of the system in different input-output directions. Here, for

a constant matrix, it is described as follows.

Let us consider A ∈ <m×n. Then, there exists unitary matrices

U = [u1, u2, . . . , um] ∈ <m×m and V = [v1, v2, . . . , vn] ∈ <n×n

such that

A = UΣV T (1.1)

where, UUT = Im, V T V = In, Σm×n =

[
Σp 0

0 0

]
, p = min(m,n) and Σp =

diag(σ1, σ2, . . . , σp). Also note that, σ1 ≥ σ2 ≥ · · · ≥ σp > 0 and σ1, σp are respec-

tively the maximum and minimum singular values of matrix A. The condition number

of A is defined as c(A) = σ1
σp

and it is always greater or equal to 1.

Some singular value inequalities [40, 46]

Here, some singular value inequalities are presented that have been used in Chapter 2.

For proof, readers are suggested to see the above references. We consider, A and B are
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two matrices with compatible dimensions. Then,

σ̄(A + B) ≤ σ̄(A) + σ̄(B)

σ̄(AB) ≤ σ̄(A)σ̄(B)

σ(A)σ̄(B) ≤ σ̄(AB) ≤ σ̄(A)σ̄(B)

σ(A)σ(B) ≤ σ(AB) ≤ σ̄(A)σ(B)

σ̄(A−1) =
1

σ(A)
.

L2-norm [114]

The L2-norm of a system G(s) ∈ L2 is defined as follows:

‖G‖2
2 =

1
2π

∫ ∞

−∞
Tr[GT (−jω)G(jω)]dω =

1
2πj

∮
Tr[GT (−s)G(s)]ds. (1.2)

Note that, ‖G‖2 exists if and only if, G(s) is strictly proper and has no poles on the

imaginary axis.

H∞-norm [114]

The H∞ optimization theory deals with the H∞-norm of a system G(s). Note that, the

H∞ is the subspace of functions which are analytic and bounded in the open right-half

of s-plane. The real rational subspace of H∞ is denoted by <H∞ that consists of all

proper, real rational stable transfer function matrices.

Consider a system G ∈ <H∞ and it is driven at frequency ω with a sinusoidal

input of unit magnitude. At this frequency, σ̄(G(jω)) is the largest possible size of the

output for the corresponding sinusoidal input. Thus, the H∞-norm provides the largest

possible amplification over all frequencies of a unit sinusoidal input. In other words, the

H∞-norm of G is defined as

‖G‖∞ = supRe(s)>0σ̄(G(s)) = supω∈<σ̄[G(jω)], (1.3)

where “sup” means the supremum or the least upper bound of the function σ̄(G(jω)).

Interestingly, ‖G‖∞ is also called the induced norm of mapping u 7→ Gu where u is

the input of system and u ∈ <H2, ‖u‖2 = 1. Hence, from the induced norm concept,
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H∞-norm of G can also be defined as

‖G‖∞ := sup{‖Gu‖2 : u ∈ <H2, ‖u‖2 = 1}. (1.4)

From this definition it is clear that, if output of the system is y and G ∈ <H∞, then for

any input u with unit energy, the energy in y is bounded by ‖G‖∞ when t ≥ 0.

Hankel norm [40, 114]

To understand the Hankel norm of a stable system G(s), one applies an input u(t) up to

t = 0 and measures the output y(t) for t > 0. The Hankel norm is defined as the choice

of u(t) that maximizes the ratio of the 2-norm of these two signals. Mathematically it

can be represented as

‖G(s)‖H = maxu(t)

√∫∞
0 ‖y(τ)‖2

2dτ
√∫ 0

−∞ ‖u(τ)‖2
2dτ

. (1.5)

The Hankel norm is like an induced norm from past input to future output. It can also

be shown that the Hankel norm is equal to

‖G(s)‖H =
√

ρ(PQ) (1.6)

where, P and Q are the controllability and observability gramian matrices. These ma-

trices are obtained as the unique positive definite solutions of the following Lyapunov

equations:

AP + PA∗ + BB∗ = 0

A∗Q + QA + C∗C = 0

where, the minimal realization of G(s) is described by the state-space matrices (A,B, C,D).

If the degree of G is n, the corresponding Hankel singular values are the positive square

roots of the eigenvalues of PQ, i.e., σi =
√

λi(PQ), i = 1, . . . , n where σ1 ≥ σ2 ≥ · · · ≥
σn ≥ 0. Then, the Hankel norm of G denoted as ‖G‖H is σ1. The Hankel and H∞-norms

are closely related as follows:

‖G(s)‖H = σ1 ≤ ‖G(s)||∞ ≤ 2
n∑

i=1

σi. (1.7)
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Spectral factorization [33, 114]

Let us consider a square transfer function matrix G(s) that satisfies the following con-

ditions:
G(s), G(s)−1 ∈ <L∞

G(−s)T = G(s)

G(∞) > 0





(1.8)

where, the first condition indicates G(s), G(s)−1 are proper and have no poles on the

imaginary axis. The second condition yields, G(s) has pole and zero symmetry about

the imaginary axis. Using spectral factorization, G(s) can be represented as follows:

G(s) = G0(−s)T G0(s) (1.9)

where, G0(s) is a spectral factor and G0(s), G0(s)−1 ∈ <H∞.

Similarly, the transfer function matrix G(s) satisfying (1.8) can also be represented

as follows using co-spectral factorization.

G(s) = G0(s)G0(−s)T (1.10)

where, G0(s), G0(s)−1 ∈ <H∞.

Linear Fractional Transformation [40, 114]

A wide variety of feedback arrangements can be presented in a standard form using

linear fractional transformation and it is frequently used in H∞ optimization control.

In Figure 1.1, the lower LFT structure has been shown.

G

K

z w

y u

Figure 1.1: Lower Linear Fractional Transformation
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The LLFT is denoted as Tzw = Fl(G,K). If

[
z

y

]
=

[
g11 g12

g21 g22

][
w

u

]
,

Tzw = Fl(G,K) = g11 + g12K (I − g22K)−1 g21 (1.11)

when det(I − g22K) 6= 0. Similarly, the upper LFT can also be defined (see references).

Note that, the plant G(s) can also be represented in state-space form

ẋ = Ax + B1w + B2u

z = C1x + D11w + D12u

y = C2x + D21w + D22u





(1.12)

Using the packet-matrix notation, from (1.12) we get

G(s) =




A B1 B2

C1 D11 D12

C2 D21 D22


 .

Small gain theorem [114]

To ensure internal stability of the closed-loop system, quite often, the small gain theorem

is used in robust control theory. It is conservative, however, simple and effective for

determining the closed-loop stability.

∆

M

Figure 1.2: Closed-loop system

The small gain theorem states that, the closed-loop system shown in Figure 1.2 is

internally stable, if

σ̄(∆(jω))σ̄(M(jω)) < 1 ∀ ω ∈ <

where ∆,M ∈ <H∞.
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Linear Matrix Inequality [14, 105]

An optimization problem with convex constraints can be posed in LMI framework. The

LMI is a convex constraint with the following form.

F (x) = F0 +
m∑

i=1

xiFi > 0 (1.13)

where, x = [x1 x2 . . . xm]T ∈ <m and Fi = F T
i ∈ <n×n. In (1.13), x is the variable

and Fi, i = 0, . . . , m are the fixed symmetric matrices. F (x) is an affine function of x

and (1.13) indicates the positive definiteness of the constraint. The above strict LMI

is feasible if the set {x : F (x) > 0} is nonempty and F (x) ≥ 0 yields nonstrict LMI

constraint. Interestingly, multiple LMIs can also be expressed in a single LMI constraint.

For example, if Fi(x) > 0 for i = 1, . . . , n , then it equivalently can be expressed as the

following single LMI:

diag(F1(x), F2(x), . . . , Fn(x)) > 0.

Therefore, it is usual to make no distinction between a set of LMIs and a single LMI.

Interestingly, the affine function is a sufficient property to prove a constraint to be

an LMI. Note that, a function is an affine function of a variable x, if

f(x) = f0 + f1(x) (1.14)

where, f(x) : <m 7→ <n, f0 ∈ <n and f1(α1x1 + α2x2) = α1f1(x1) + α2f1(x2) for all

α1, α2 ∈ < and x1, x2 ∈ <m. Another important property of LMI is that it forms a

convex constraint on the variable. In (1.13), the set {x : F (x) > 0} is convex. Note

that, a set S is convex if for all x1, x2 ∈ S and δ ∈ [0, 1], δx1 + (1− δ)x2 ∈ S.

We shall discuss some standard problems that are commonly encountered in the

convex optimization framework. An LMIP is subject to find the feasible solution for a

set of convex constraints. In EVP, the maximum eigenvalue of a matrix is minimized

subject to an LMI constraint when that matrix affinely depends on a variable. The EVP

is in the following form:

Minimize λ

subject to λI −A(x) > 0, B(x) > 0 (1.15)

where, A and B are symmetric matrices and affinely depend on the variable x. Another
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commonly encountered problem is GEVP which is quasiconvex in nature. Here, the

maximum generalized eigenvalue of a pair of matrices are minimized subject to an LMI

constraint and the general form of the problem is as follows:

Minimize λ

subject to λB(x)−A(x) > 0, B(x) > 0, C(x) > 0 (1.16)

where, A,B and C are the symmetric matrices that are affinely dependent on the variable

x.

Schur complement lemma [14, 36]

This lemma converts the convex nonlinear inequality to LMI constraint. If x is the

variable, Q(x) = Q(x)T , R(x) = R(x)T and S(x) depend affinely on x, then the convex

nonlinear inequalities

R(x) > 0, Q(x)− S(x)R(x)−1S(x)T > 0 (1.17)

can be expressed equivalently as

[
Q(x) S(x)

S(x)T R(x)

]
> 0, (1.18)

which is an LMI constraint. In other way, if (1.18) is satisfied it yields

R(x) > 0

Q(x) − S(x)R(x)−1S(x)T > 0 (1.19)

or, equivalently

Q(x) > 0

R(x) − S(x)T Q(x)−1S(x)T > 0 (1.20)

where, Q(x)−S(x)R(x)−1S(x)T > 0 and R(x)−S(x)T Q(x)−1S(x)T > 0 are respectively

the Schur complement of R(x) and Q(x). In other words, the nonlinear inequalities

(1.19) and (1.20) can be represented as the LMI (1.18).

The matrix norm constraint ‖Z(x)‖2 < 1 where Z(x) ∈ <p×q and depends affinely
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on x, is represented as LMI [
I Z(x)

Z(x)T I

]
> 0

from the fact that λmax(Z(x)T Z(x)) < 1 implies that yT Z(x)T Z(x)y − yT y < 0 for all

y ∈ <q×1, i.e., Z(x)T Z(x) < I.

Bounded real lemma [14]

The performance and robustness issues in feedback system design can be posed as objec-

tives for certain closed-loop transfer matrices of the form ‖Tzw‖∞ < γ (see (1.11)). The

bounded real lemma provides a means to establish certain conditions that are equivalent

to ‖Tzw‖∞ < γ. This lemma can be explained as follows:

Consider a system
ẋ = Ax + Bu

y = Cx + Du

}
(1.21)

where A ∈ <n×n, B ∈ <n×p, C ∈ <q×n, D ∈ <q×p and x(0) = 0. The transfer function

matrix between u to y is G = C(sI−A)−1B +D and its H∞-norm is less than γ, if and

only if, (i) (γ2I −DT D) > 0 and (ii) there exists P = P T > 0 such that for stable A

(AT P + PA + CT C) + (PB + CT D)(γ2I −DT D)−1(BT P + DT C) < 0. (1.22)

Using Schur complement lemma, (1.22) can be written as

[
AT P + PA + CT C PB + CT D

BT P + DT C DT D − γ2I

]
< 0. (1.23)

Elimination lemma [14]

Consider the inequality

Ψ + UT ΦT V + V T ΦU < 0 (1.24)

where Ψ ∈ <n×n is a given symmetric matrix; U, V are two matrices with column

dimension n, and Φ is the unknown matrix with compatible dimension. There exists a

solution Φ, if and only if

W T
U ΨWU < 0

W T
V ΨWV < 0 (1.25)
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are hold. WU and WV are respectively the two matrices whose columns are the bases of

the null spaces of U and V .

Completion lemma [14]

Let P ∈ <n×n and Q ∈ <n×n be two symmetric positive definite matrices. There exists

a matrix P̃ ∈ <2n×2n whose left upper n × n block is P and Q is the left upper n × n

block of P̃−1, if and only if, [
P I

I Q

]
≥ 0. (1.26)

S-Procedure [14]

In optimization technique, quite often, a set of quadratic constraints are handled by

multipliers using S-procedure. There are many situations in control engineering where

several quadratic inequalities are combined into a single quadratic LMI form.

Let f0, . . . , fp be quadratic functions of the variable x ∈ <n and

fi(x) = xT Tix + 2uT
i x + vi, i = 0, . . . , p

where Ti = T T
i . We consider the following conditions as:

f0(x) ≥ 0 ∀ x such that fi(x) ≥ 0 for i = 1, . . . , p. (1.27)

Now, if there exist τ1 ≥ 0, . . . , τp ≥ 0 such that ∀x,

f0(x)−
p∑

i=1

τifi(x) ≥ 0, (1.28)

then (1.27) holds. Again note that, (1.28) can be written as

[
T0 u0

uT
0 v0

]
−

p∑

i=1

τi

[
Ti ui

uT
i vi

]
≥ 0. (1.29)

Now, the S procedure will be presented for the quadratic forms with strict inequalities.

Let, T0, . . . , Tp ∈ Rn×n be symmetric matrices with following conditions:

xT T0x > 0 ∀ x 6= 0 such that xT Tix ≥ 0, i = 1, . . . , p. (1.30)
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If there exists τ1, . . . , τp such that

T0 −
p∑

i=1

τiTi > 0 (1.31)

then, (1.30) holds.

Ellipsoidal inequality [14]

The ellipsoid constraints are important in LMI approach. An ellipsoid described by

xT P−1x < 1, P = P T > 0 (1.32)

can be expressed in an LMI form using Schur complement lemma as follows:

[
1 xT

x P

]
> 0. (1.33)

Bilinear matrix inequality [105]

A BMI is of the following form:

F (x, y) = F0 +
m∑

i=1

xiFi +
n∑

j=1

yjGj +
m∑

i=1

n∑

j=1

xiyjHij > 0 (1.34)

where Gj ,Hij and Fi are symmetric matrices with same dimension and x ∈ <m, y ∈ <n.

When y is fixed, (1.34) is LMI in x and for fixed value of x, it is an LMI in y. The BMI

problem is not a convex problem. The BMIs are more difficult to handle computationally

than LMIs and normally, some iterative algorithms are used to find the solutions of BMI

problems.

1.3 Organization of the thesis

The thesis consists of seven chapters and it is organized as follows:

Chapter 2: H∞ loop shaping control

In this chapter, the McFarlane-Glover H∞ loop shaping method has been reviewed in

detail along with design steps and weight selection procedure. Related to this method,
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both the normalized coprime factorization and its equivalent four-block synthesis frame-

works have been illustrated to depict different uncertainty structures of the plant. In

addition, some useful derivations and remarks also have been presented. Later, two

new algorithms have been proposed for pre-compensator selection to facilitate H∞ loop

shaping control, where second algorithm is posed in LMI framework leading to minimize

the condition number of the designed weight. Finally, a numerical example has been

illustrated to show the effectiveness of the proposed algorithms.

Chapter 3: Parametric H∞ loop shaping control

This chapter provides a general framework for H∞ loop shaping control from where the

McFarlane-Glover method (discussed in Chapter 2) is obtained by setting the parameter

is equal to one. Here, an effort has been made to provide the solutions of parametric

H∞ loop shaping control in LMI framework and a correspondence has also been drawn

with the state-space method. Further, exploiting the disturbance feed-forward structure

of the problem, the observer-based H∞ loop shaping controller has been realized in LMI

framework. Particularly, this chapter consists of two design frameworks for parametric

H∞ loop shaping control, one is formulated in LMI framework and other is in Riccati

equation based state-space approach. The results of this chapter are illustrated through

a numerical example.

Chapter 4: Static H∞ loop shaping control

The methods discussed so far in Chapters 2 and 3 are for designing the full-order con-

troller. This order is normally high and it is equal to the order of the compensated

plant. Implementation of such controllers for higher order compensated plant lead to

high cost, poor reliability and potential problems in maintenance. In this chapter, a

new set of sufficient conditions has been derived for the existence of a static H∞ loop

shaping controller that results to elevate the problems associated with the high order

controller. The existence of such loop-shaping controller is obtained in four-block H∞
synthesis framework which is equivalent to the normalized coprime factor robust stabi-

lization problem. The attractiveness of the proposed method is shown by formulating

the problem in LMI form which can efficiently be solved by using standard LMI solvers.

The effectiveness of the proposed method is elucidated through some numerical exam-

ples. At end of this chapter, a case study has been carried out for designing a robust

controller for load frequency control problem of two-area inter-connected power system.
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Using the proposed method, a static H∞ loop shaping controller for the solution of load

frequency control problem has been designed to ensure robustness against the paramet-

ric uncertainty and load disturbances of the system. The performance of the controller

has been compared with the full-order controller. Finally, to ensure performance ro-

bustness against the parametric uncertainty of the system the real µ analysis has been

carried out.

Chapter 5: Local stabilization with bounded control inputs via H∞ loop

shaping approach

In this chapter, the local stabilization problem of LTI plant has been addressed with

bounded control inputs. For closed-loop stability, a parametric H∞ loop shaping con-

troller is designed leading to maximize the region of attraction when control inputs are

bounded by pre-specified limits. The introduced parameter is computed in LMI frame-

work from design constraints to achieve a better trade-off among design objectives.

Further, this design problem has also been extended for uncertain LTI plant whose

uncertainty is described as perturbations to normalized coprime factors of the shaped

plant. By this approach, an output feedback H∞ loop shaping controller is designed

such that, with bounded control inputs the local stabilization is accomplished for certain

level of uncertainty of the LTI plant and subsequently, the region of attraction is also

maximized. The synthesis problems have been formulated in LMI framework. To show

the effectiveness of the proposed technique, some numerical examples are demonstrated.

Chapter 6: Robust control with input saturation: H∞ loop shaping approach

In this chapter, two different approaches are introduced to design robust H∞ loop shap-

ing controller for LTI plant with input saturation constraint. In the first method, the

shaped plant with input saturation has been represented by an equivalent polytopic LPV

system. Then, using vertex property of the polytopic LPV plant, H∞ loop shaping con-

trollers are designed at each vertex of the polytope, and subsequently these controllers

are scheduled by adopting certain interpolation method. The scheduled controller lo-

cally ensures robust stability and L2-performance of the closed-loop system due to vertex

property of the polytopic LPV shaped plant. In second method, the H∞ loop shaping

framework with input saturation nonlinearity has been transformed into an equivalent

Lur’e type system. Then, Popov stability criterion has been used to design a robust con-

troller that ensures certain degree of stability margin against unstructured uncertainty
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of the plant. Finally, an example has been illustrated to show the effectiveness of the

proposed methods.

Chapter 7: Conclusions

This is the concluding chapter in which we summarize the main results of our work and

also make some suggestions regarding further studies along the lines of the present work.





C H A P T E R 2

H∞ loop shaping control

The H∞ loop shaping design method is a combination of classical loop shaping concept

and H∞ optimization technique that optimally establishes a balance between robust

performance and stability of the closed-loop system. The term “loop shaping” for mul-

tivariable system refers to singular value shaping of the open-loop plant which is needed

in order to meet closed-loop design specifications. Quite often, this method is also called

as McFarlane-Glover H∞ loop shaping method. Here, the controller is designed to en-

sure robust stability against the normalized coprime factor uncertainty description of

the shaped plant. In this chapter, the H∞ loop shaping method has been revisited and

related to this method, some useful remarks and derivations are presented. Mainly, the

focus is paid on weighting functions selection and its role to H∞ loop shaping control.

2.1 Introduction

The loop shaping technique is an old and well established method in linear control theory

[25]. This method imparts robustness to closed-loop system by appropriately choosing

the loop gain in different frequency regions, however, it needs uncertainty information

and precise performance specifications of the system. The uncertainty description is

often introduced in the plant model in terms of its upper bound, whereas disturbance

attenuation, speed of response, percentage of overshoot, bandwidth etc. are normally

dictated as performance specifications for the closed-loop system [25, 114]. Based on
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these requirements, a desired loop shape is chosen to which a stable, minimum phase

proper rational transfer function is fitted and from there, a stabilizing controller is

obtained.

In robust control theory, the closed-loop system is designed to ensure a pre-specified

level of performance and stability of the system irrespective of uncertainty and exoge-

nous signals (disturbance, noise) of the plant [114]. In this design framework, always a

fundamental trade-off is demanded between robustness and performance of the system

and to fulfill it, a performance index is optimized. This index is involved with some

weight functions which are selected on the basis of uncertainty, sensitivity and comple-

mentary sensitivity functions of the desired closed-loop system. Sometimes, depending

on design requirements weights are also selected for measured output signal, error signal,

control input signal etc [25, 40, 114]. In terms of these weight functions, the loop gain

bounds are calculated in different frequency region that satisfies some robustness condi-

tions. This frequency region is divided into three parts (see Figure 2.1). In first region

i.e., in lower range, the loop gain bound is high (for good tracking and disturbance re-

jection); whereas in high frequency range loop gain is low (for noise suppression) and in

intermediate frequencies, loop-gain typically controls the gain and phase margins. How-

ever in intermediate region, the roll-off rate and bandwidth are kept within a specified

limit to obtain desirable shapes for sensitivity and complementary sensitivity transfer

functions of the closed-loop system. Based on these concepts, a desired loop shape is

chosen such that it satisfies all conditions in the whole frequency range and finally, a

stabilizing robust controller is obtained.

To illustrate the preceding method, a SISO nominal plant G is considered with

multiplicative model uncertainty ∆ such that the number of right hand side poles of

both the nominal and perturbed plants is same [25]. This model uncertainty arises

due to inevitable discrepancy between the true plant and its model. The main role

of controller is to achieve an acceptable trade-off between performance (tracking or

regulation) and robustness to plant uncertainty. Here, two weight functions W∆ and

Wp are selected satisfying

|∆(jω)| < |W∆(jω)| and ‖Wp(jω)S(jω)‖∞ < 1,

where S is the sensitivity function of the desired closed-loop system. The term weighted

sensitivity function Wp(jω)S(jω) can be made small at low frequencies with a high loop

gain, yielding good tracking and disturbance rejection performance. On the other hand,
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the uncertain system is robustly stable if the complementary sensitivity function T (jω)

satisfies the following bound

‖W∆(jω)T (jω)‖∞ ≤ 1,

where W∆(jω) is the weight function bounding the plant uncertainty. Meanwhile it is

noted that, T is the complementary sensitivity function that satisfies

S + T = 1.

Hence for robust performance, the condition

‖|W∆T |+ |WpS|‖∞ < 1 (2.1)

must be satisfied and in low frequency range,

|Wp(jω)| À 1 and |S(jω)| ¿ 1.

Since, |S(jω)| = | 1
1+L(jω) | where L(jω) is the loop transfer function, at low frequency

range loop gain |L(jω)| À 1. Hence,

|S(jω)| ≈ 1
|L(jω)| and |T (jω)| =

∣∣∣∣
L(jω)

1 + L(jω)

∣∣∣∣ ≈ 1.

Now, the condition (2.1) can be simplified as

|W∆(jω)|+ |Wp(jω)|
|L(jω)| < 1 (2.2)

from where, the loop gain bound is obtained as follows:

|L(jω)| > |Wp(jω)|
1− |W∆(jω)| . (2.3)

Similarly, at high frequency range the loop gain bound can be expressed as |L(jω)| <
1−|Wp(jω)|
|W∆(jω)| . Note that, these bounds are the function of weights from where, a desired

loop shape can be selected as shown in Figure 2.1.

The loop shaping method discussed above is quite easier for SISO system. Whereas

for MIMO case, it becomes complex as loop gain is specified by its singular values (in

lower frequency range, minimum singular value of the loop transfer function matrix
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Figure 2.1: Loop gain bounds

must be grater than the specified bound and in higher frequency range, the maximum

singular value will be less than the specified bound); precise information regarding gain

and phase margin can not be obtained (like SISO plant) and the cross-coupling makes

the weight selection difficult for design [91]. Moreover for MIMO system, some extra

attentions also have to be taken to ensure the selected weight is stable and minimum

phase. Keeping all these factors in mind, the graphical loop shaping method for SISO

system has been extended to MIMO system, however, comparatively an easier loop shap-

ing method can be obtained in H∞ framework to provide an optimal trade-off between

performance and robustness of the system [26, 114]. In H∞ synthesis, a weighted mixed

sensitivity minimization problem is solved to design a stabilizing controller. However

in this structure, some difficulties still exist for weight selection and in performance

bound (γ) calculation. In H∞ synthesis, the selected weights are not appropriate until

a good performance bound is obtained and to know it, whole design process has to be

completed that in result, provides extra burden to designer and makes the weight selec-

tion procedure iterative in nature. It is well-known that the additive or multiplicative

type of uncertainty described in the form of a stable rational transfer function indicates

perturbation to the nominal plant model. However, it may not be always true for real

system and in this context, coprime factor uncertainty description of the system is the

most general presentation for unstructured uncertain system.
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The H∞ loop shaping method proposed by McFarlane-Glover is a sensible and

promising method for designing robust controller [65]. This method combines classical

loop shaping concept with robust stabilization problem and ensures closed-loop stability

against the uncertainty of normalized coprime factors of the shaped plant. This method

effectively is a two-stage controller design technique where in the first stage, open-loop

singular values are shaped with frequency dependent weights according to closed-loop

objectives are addressed. The function of second stage is the robust stabilization of the

shaped-plant with regard to coprime factor uncertainty using H∞ optimization method.

Unfortunately in MIMO system, still designer gets stumbling situation for selecting the

proper weights, however, the experience and intuition can reduce the difficulty. In H∞
loop shaping method, weights that shape open-loop singular values of the nominal plant,

effectively meets closed-loop design specifications such as stability, good performance

and certain robustness and accounts stability margin prior to controller synthesis.

In [64, 65], McFarlane and Glover illustrated the design philosophy of H∞ loop shap-

ing control. They have pointed out some typical aspects of the design and, some useful

and important derivations also have been developed leading to establish the relations

between weights, stability margin, nominal plant and controller (no explicit relation

between the weights and stability margin!). Moreover, some guidelines of classical loop

shaping control, a prerequisite for weight selection also have been discussed. In time

of weight selection, designer often takes care of the factors like, right hand side poles

and zeros, roll-off rate at cross-over frequency and pole-zero cancelation etc. These

factors restrict system performances and also affect robust stability margin. A detail

discussion on these aspects can be found in [40, 91, 114]. Moreover, it also has to be

noted that, in H∞ loop shaping framework the controller synthesis is greatly affected by

condition number of the selected weights. It is concerned with loop deterioration and

for well-conditioned weights, the deterioration is less [65].

In this method, the success of design hence depends on achieved loop shape and cor-

responding robust stability margin, in other words, indirectly on proper weight selection.

For the system with weak cross-coupling, the singular value shaping can be done with

diagonal weights, however, non-diagonal weights are needed for strongly coupled plant.

Moreover, the complexity increases as dimension of the system increases and essentially,

a systematic method is needed for weight selection. It can be seen in literature that,

SVD is a mathematical tool that frequently has been adopted for selecting the proper

weights in H∞ loop shaping control [55, 71]. Some additional constraints also have been

imposed in weight selection algorithm in order to tackle the other design parameters,
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as a result, a simultaneous weight selection framework is obtained that maximizes the

robust stability margin.

In control system literatures, a number of systematic procedures can be found for

weight selection to facilitate the H∞ loop shaping control. Hyde proposed a technique

for shaping the singular values of the scaled plant by reordering the inputs and outputs

[48]. By reordering, the scaled plant is made diagonal as close as possible and from

input-output plots, weights are selected. It needs design experience and is good for

weakly-coupled plant. In [109], authors have considered weights as design parameters

and have used the method of inequalities to select the weight functions. In their work, a

two degree-of-freedom H∞ loop shaping controller has been designed using an additional

pre-compensator that is connected to the reference input. The weights are with specific

form and order, and designed technique leads an optimization framework to maximize

the robust stability margin of the system.

Papegeorgiou and Glover proposed a systematic method for weight selection using

SVD approach by which non-diagonal weights can be designed [71]. This technique

needs a diagonal TFM that gives desired shape of singular values by cascading with the

nominal plant. Within the selected frequency range, SVD is carried out and ordering of

singular values is maintained. This method does not consider stability margin in weight

selection process. On the other hand, to maximize the robust stability margin, in [55]

a simultaneous weight selection procedure in linear matrix inequality framework has

been proposed. In this algorithm, two additional constraints are imposed to restrict the

condition number of the weights. In [68], Nobakhti and Munro have presented a method

for shaping the singular values of the multivariable plant that can be applied to H∞
loop shaping control. Using the concept of Gershgorin disc, the method first selects a

compensator to diagonalize the nominal plant and then, an additional diagonal weighting

matrix is selected to achieve the desired loop shape. Another weight selection method

has been proposed in [61] using hierarchical micro-genetic algorithm that manipulates

the loop-shaping weighting function matrices in pursuit of the satisfaction of problem

requirements. This method also provides a simultaneous optimization framework to

maximize the robust stability margin. In [78], a method has been proposed for selecting

the weights in presence of input saturation constraint. When control input is high and

crosses saturation limit, gain of the weight is adjusted in an ad-hoc manner.

In literatures, although a large number of procedures are available for selecting the

proper compensators for H∞ loop shaping method, nowhere the condition number min-

imization issue is addressed to reduce the loop deterioration in presence of controller.
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In this chapter, exploiting the matrix perturbation technique, a new method has been

proposed for pre-compensator selection to facilitate the H∞ loop shaping control. The

work presented in [1] is extended with a view to develop two different algorithms that

are useful to design pre-compensator for solution of H∞ loop shaping control problem.

More precisely, the second algorithm is formulated in LMI framework to minimize the

condition number of the pre-compensator that in turn, significantly improves the loop

properties.

The rest of the chapter is organized as follows. In Section 2.2, the design steps for H∞
loop shaping control has been demonstrated. Section 2.3 describes the role of weight

functions to this design method and some useful remarks have been given in Section

2.4. In Section 2.5, a new method has been proposed for weight selection followed by a

numerical example which is illustrated in Section 2.6. Finally, the concluding remarks

are drawn in Section 2.7.

2.2 Design steps for H∞ loop shaping control
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Figure 2.2: McFarlane-Glover H∞ loop shaping method [65]

In this section, a brief outline has been presented for McFarlane-Glover H∞ loop

shaping method. The method essentially is a two-steps design procedure: first step is

involved with loop shaping and second step includes the robust stabilization problem

[65, 64].

In the H∞ loop shaping design procedure, the attainment of performance specifi-

cation depends on the selection of the weighting function matrices. In Figure 2.2, the

shaped plant for H∞ loop shaping control has been depicted where G, W2 and W1 are

respectively the nominal plant, selected post and pre-compensator. Combining these
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compensators with nominal plant, the shaped plant is obtained, i.e., GS = W2GW1.

The selection of both pre and post weighting function matrices are, therefore, the key

element in attaining the performance requirements of the system and is the main point

of this design technique. In normalized left coprime factorization framework, GS is fac-

torized as M−1N where M,N ∈ <H∞ and satisfies MM∗ + NN∗ = I. It helps to find

the robust stability margin explicitly by using the non-iterative expression:

εmax =
(

1−
∥∥∥
[

M N
]∥∥∥

2

H

) 1
2

(2.4)

where, εmax is the maximum robust stability margin of the closed-loop system. If

εmax > 0.2 (considered good, based on theory and practical experience), the design

cycle proceeds, otherwise, weights are reselected [65].
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Figure 2.3: Robust stabilization problem in normalized left coprime factoriza-
tion framework [65]

In second step, the stabilizing H∞ controller K∞ is synthesized for the shaped plant

GS describing the uncertainty as perturbations to normalized coprime factors of the

shaped plant as shown in Figure 2.3 (here, it is shown for NLCF). Gp = (M + ∆M )−1

(N + ∆N ) is the perturbed plant with unstructured uncertainties ∆M and ∆N . The

motive behind the robust stabilization is to stabilize not only the nominal plant G, but

also a family of perturbed plant Gp. The robust stabilizing controller K∞ is designed

such that

inf
K∞stabilizing

∥∥∥∥∥

[
K∞
I

]
(I −GSK∞)−1 M−1

∥∥∥∥∥
∞
≤ 1

ε
= γ (2.5)

is satisfied, in other way,
∥∥∥
[

∆N ∆M

]∥∥∥
∞

< ε is ensured where 0 < ε < εmax. Finally,

the loop shaping controller is obtained by combining the weighting fuctions W1 and W2
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with K∞ such that, it becomes W1K∞W2 as shown in Figure 2.2.

This design philosophy is different from general H∞ synthesis problem. Here, the

robust stability margin is the design indicator and it is calculated prior to controller

synthesis using the relation (2.4). Although, (2.4) depicts an explicit relation between

the robust stability margin and shaped plant, it can not give any quantitative measure

for stability margin that explicitly depends on the selected weights [64, 65].

2.3 Role of weight functions

In this section, the emphasis is given on weight functions and its role to H∞ loop

shaping control. First, the compatibility of the selected loop shape is considered. The

word ‘compatible’ yields a successful design correspond to the shaped plant that gives

good robust stability margin with considerable loop deterioration. Interestingly, it has

been observed that the degradation of desired loop shape occurs due to poor stability

margin and large condition number of the weights. To illustrate the deterioration in

loop shape at plant output and input for low and high frequencies (see Figure 2.2), the

following expressions have been shown [64].

• For low frequency

1. Loop gain at plant output:

σ (GK) = σ (GW1K∞W2) ≥ σ (W2GW1) σ (K∞) /c (W2)

2. Loop gain at plant input:

σ (KG) = σ (W1K∞W2G) ≥ σ (W2GW1) σ (K∞) /c (W1)

• For high frequency

1. Loop gain at plant output:

σ̄ (GK) = σ̄ (GW1K∞W2) ≤ σ̄ (W2GW1) σ̄ (K∞) c (W2)

2. Loop gain at plant input:

σ̄ (KG) = σ̄ (W1K∞W2G) ≤ σ̄ (W2GW1) σ̄ (K∞) c (W1)

These inequalities are derived for closed-loop system where stabilizing controller makes

the loop gain different from open-loop shape. In this context, it has been shown that at

low and high frequency regions, the gain of K∞ is restricted and it depends on robust

stability margin and singular values of the shaped plant [64, 65]. For high value of

robust stability margin, the loop deterioration is less if the selected weights are with
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well condition number. Hence, compatible loop shape not only demands a good robust

stability margin but also needs proper weight selection.

On the other hand, in robust control theory to achieve the design objectives some

transfer function matrices are often considered like, in between the reference input to

measured output, disturbance signal to error signal, reference input to control input etc.

and their gains are minimized subject to robust stability of the closed-loop system. In

H∞ loop shaping framework, simplifying the objective function (2.5), some bounds on

these transfer functions are obtained (see [65] for detail) and interestingly, it has been

observed that these bounds are function of robust stability margin, gain and condition

number of the weights. In this regard to get an idea, at low frequency some relations

have been shown below [65].

1. Gain from output disturbance to controller output:

σ̄
(
K (I −GK)−1

)
≤ γc (W1) /σ (G)

2. Gain from output disturbance to controller input:

σ̄
(
(I −GK)−1

)
≤ γ

1
σ (G) σ (W1) σ(W2)

3. Gain from input disturbance to controller output:

σ̄
(
K (I −GK)−1 G

)
≤ γc (W1)

4. Gain from input disturbance to plant output:

σ̄
(
(I −GK)−1 G

)
≤ γ

σ (W1) σ(W2)

Here, the singular value bounds are dependent on maximum and minimum singular

value of the nominal plant which are not in designer’s hand to control. As for example,

in the first inequality if the minimum singular value of nominal plant is high, an ill-

conditioned pre-compensator may give a low upper bound for good robust stability

margin. Similarly, the other inequalities can also be interpreted in terms of condition

number and singular values of the weights. In brief, it can be concluded that in time of

proper weight selection, not only the shaping of singular values of the nominal plant is

important but also, its condition number and singular values have to be taken care of
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to get a good trade-off between performance and robustness of the closed-loop system.

Hence, designer must be careful about the desired loop shape as well as selected weights

to achieve a successful design.

In H∞ loop shaping method, the controller ensures robust stability of the closed-loop

system against the perturbations to normalized coprime factors of the shaped plant. The

question is: how is it related with actual uncertainty which is present in the nominal

plant? To get answer of this question, the normalized left coprime factor robust stabi-

lization problem can be described in the following structure [7].

G

K

S

∆ ∆
12

+
+ -

+ yu

∞

Figure 2.4: Input multiplicative and inverse output multiplicative uncertainty
description

From Figure 2.4, we have

y = (M + M∆1)
−1 (N + N∆2) u

where, GS = M−1N. With ∆1 = M−1∆M and ∆2 = N−1∆N , Figure 2.4 depicts

the same design structure as shown in Figure 2.3. Using this equivalent input-output

uncertainty description, it can be related with actual uncertainty description of the

nominal plant. Considering the actual uncertainty description of the nominal plant, the

H∞ loop shaping framework can be described as shown in Figure 2.5 [7].

Comparing Figure 2.4 and 2.5, we have

[
∆a1 0

0 ∆a2

]
=

[
W−1

2 ∆1W2 0

0 W1∆2W
−1
1

]
.

From this relation, it can be shown that the closed-loop system is robust stable if

∥∥∥∥∥

[
∆a1 0

0 ∆a2

]∥∥∥∥∥
∞

<
ε

max (supωc (W2) , supωc (W1))
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Figure 2.5: H∞ loop shaping control with actual uncertainty description of the
nominal plant

is satisfied, where ε is the robust stability margin obtained from coprime factor uncer-

tainty description of the shaped plant. Note that in above inequality, the right hand

side is always less than equal to ε and if, condition numbers of the weights are large, the

robust stability margin will be different for actual uncertainty description of the nom-

inal plant. Hence, for ill-conditioned weighting functions the stability issue is greatly

affected.

Now, a different issue has to be discussed for actual control system with input satu-

ration constraint that arises as a consequence of physical restriction of actuators. In H∞
loop shaping framework when saturation element arises in between the pre-compensator

and nominal plant, the robust controller synthesis becomes a nontrivial problem as the

design is performed based on the shaped plant. To overcome this difficulty, it is re-

quired to adjust the gain of weights, that imparts again a complicated task to designer.

In this respect, the structure of H∞ loop shaping framework becomes advantageous for

anti-windup control [48]. In anti-windup scheme, generally an additional loop is formed

by monitoring the difference of the input and output signal to the saturation block and

introducing integral action to this loop. In context of H∞ loop shaping framework,

the integrator of pre-compensator which is often used to get the high loop gain at low

frequency region, is used to facilitate the anti-windup action.

In the next section, some useful derivations and remarks on H∞ loop shaping control

have been illustrated.

2.4 Some useful remarks

In preceding section, a discussion has been made on weight functions and its role to H∞
loop shaping control. However a fact is not yet mentioned, that is, how the stability
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margin is explicitly related with the selected weights. It is an open and non-trivial

problem of McFarlane-Glover H∞ loop shaping method and in this section, some guide-

lines have been discussed for weight selection that yields good robust stability margin.

In addition, the uncertainty structure related to this design framework has also been

presented in detail.

First, we look into the equation (2.4) that gives an explicit relation between γ and

GS . From this equation, it is quite difficult perhaps impossible to find an explicit relation

between the weight functions and γ. To establish this relation, one must separate out G

and weight functions from the shaped plant GS . But it is difficult, since the relation again

is involved with the coprime factors of the shaped plant (see equation (2.4) where εmax is

the function of the Hankel norm of M and N). On the other hand, it is important to note

that, the achievable γopt can be calculated before designing the stabilizing controller,

where it depends only on the shaped plant. In [64], a detail discussion has been made on

this topic and towards this direction, an explicit relation between stability margin and

weights can not be obtained from (2.4). Hence, we concentrate on the performance index

(2.5) that provides a relation between nominal plant G, weight functions W1 and W2

which are involved into the shaped plant GS , controller K∞ and the stability margin

ε = 1
γ . In the following section, a derivation has been established that results some

interesting expressions.

Let, GS ∈ Cn×n. Since the controller K∞ is designed by satisfying (2.5), we have

(I + K∗
∞K∞) ≤ γ2(I −K∗

∞G∗
S)(M∗M)(I −GSK∞) (2.6)

⇒
[

K∗∞ I
] [

K∞
I

]
≤ γ2(I −K∗

∞W ∗G∗)(M∗M)(I −GWK∞)

(We consider only pre-compensator W = W1 and post-compensator W2 = I)

= γ2

[
K∞
I

]∗ [
W 0

0 I

]∗ [
−G I

]∗
(M∗M)

[
−G I

] [
W 0

0 I

][
K∞
I

]

⇒
[

K∗∞ I
] [

K∞
I

]

≤
[

K∞
I

]∗{
γ2

[
W 0

0 I

]∗ [
−G I

]∗
(M∗M)

[
−G I

] [
W 0

0 I

]}[
K∞
I

]

(2.7)
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Let we define, P = γ2

[
W 0

0 I

]∗ [
−G I

]∗
(M∗M)

[
−G I

] [
W 0

0 I

]
and Q =

[
K∞
I

]
∈ C2n×n. Using SVD of Q, we have Q = UΣV ∗ where U and V are unitary

matrices with U ∈ C2n×2n, Σ ∈ C2n×n, V ∈ Cn×n. Now from (2.7), we have

Q∗Q ≤ Q∗PQ. (2.8)

Replacing Q = UΣV ∗ in (2.8), we have

V Σ∗U∗UΣV ∗ ≤ V Σ∗U∗PUΣV ∗

⇒ Σ∗Σ ≤ Σ∗U∗PUΣ. (2.9)

Since Q is with full rank, the structure of Σ can be defined as Σ =

[
Σn×n

1

0n×n

]
and

replacing it in (2.9), we have

[
Σ∗1 0

] [
Σ1

0

]
≤

[
Σ∗1 0

]
U∗PU

[
Σ1

0

]
. (2.10)

Since Σ1 is non-singular, Σ−1
1 exists. Now, defining U =

[
U1 U2

]
and pre and post-

multiplying (2.10) with Σ−1
1 , we have

I ≤ U∗
1 PU1. (2.11)

Remark 2.1: From (2.10), it can be written as U∗PU ≥ I. Since UU∗ = I, we have

P ≥ I. This implies

σ(P ) ≥ 1

Using the expression for P, one can have the following relation.

σ

(
M

[
−G I

] [
W 0

0 I

])
≥ γ−1

⇒ σ
([

−N M
])
≥ γ−1.

Since NN∗ + MM∗ = I, we have γ ≥ 1 that does not conflict with the result of [65].
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Hence, it is an alternative way by which one can prove that, the achieved γ is always

grater or equal to one.

Remark 2.2: In other way, from (2.11) we have

γ−1 ≤ σ

(
M

[
−G I

] [
W 0

0 I

]
U1

)
≤ σ̄

(
M

[
−G I

] [
W 0

0 I

])
σ(U1)

= σ̄
([

−N M
])

σ(U1) = σ(U1).

⇒ γ−1 ≤ σ(U1)

Since the columns of U1 are the columns of unitary matrix U , σ(U1) = 1. Hence, γ ≥ 1.

Again simplifying this inequality, we have

γ−1 ≤ σ̄

(
M

[
−G I

] [
W 0

0 I

])
≤ σ̄(M)σ̄

([
−G I

])
σ̄

([
W 0

0 I

])

Since, σ̄
([

−G I
])

=
√

λmax (I + GG∗) =
√

1 + σ̄2(G) and σ̄(M) =
√

1
1+σ2(Gs)

(see [64] page 127), then

γ−1 ≤
√

1 + σ̄2(G)
1 + σ2(GS)

max (σ̄(W ), 1)

⇒ γ ≥ 1
max (σ̄(W ), 1)

√
1 + σ2(GS)
1 + σ̄2(G)

It can be seen clearly from the above expression how shaped plant and maximum singular

value of W influence the robust stability margin of the closed-loop system.

Now, the equivalent four-block structure of H∞ loop shaping control will be pre-

sented. Only for this section, the NRCF of GS is considered to compare and elaborate

the results of [42]. Note that, without loss of generality, similar type of results can also

be obtained in NLCF framework.

From Figure 2.6, we have

z = −M−1
r (I −K∞Gs)−1

[
−K∞ I

] [
w1

w2

]
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Figure 2.6: Robust stabilization problem in normalized right coprime factor-
ization framework

where GS = NrM
−1
r . It also satisfies

[
−M∗

r −N∗
r

] [
−Mr

−Nr

]
=

[
M∗

r N∗
r

] [
Mr

Nr

]
=

I. We assume that the number of outputs is greater than equal to the number of inputs

of the shaped plant (this assumption is also considered in [42]). In robust stabilization

framework, a stabilizing controller K∞ is designed to minimize

‖Tzw‖∞ =
∥∥∥−M−1

r (I −K∞Gs)−1
[
−K∞ I

]∥∥∥
∞

. (2.12)

Equivalently, without changing the ∞-norm of (2.12), we can rewrite

‖Tzw‖∞ =

∥∥∥∥∥
[
−M∗

r −N∗
r

] [
−Mr

−Nr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞

=
∥∥∥
[
−M∗

r −N∗
r

]∥∥∥
∞

∥∥∥∥∥

[
−Mr

−Nr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞

=

∥∥∥∥∥

[
−Mr

−Nr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞

=

∥∥∥∥∥

[
I

Gs

]
(I −K∞Gs)−1

[
−K∞ I

]∥∥∥∥∥
∞

. (2.13)

Similarly, without loss of generality (2.12) can be rewritten as

‖Tzw‖∞ =

∥∥∥∥∥
[
−N∗

r −M∗
r

] [
−Nr

−Mr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞
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=
∥∥∥
[
−N∗

r −M∗
r

]∥∥∥
∞

∥∥∥∥∥

[
−Nr

−Mr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞

=

∥∥∥∥∥

[
−Nr

−Mr

](
−M−1

r (I −K∞Gs)−1
[
−K∞ I

])∥∥∥∥∥
∞

=

∥∥∥∥∥

[
Gs

I

]
(I −K∞Gs)−1

[
−K∞ I

]∥∥∥∥∥
∞

. (2.14)

Remark 2.3: The transfer function matrices shown in (2.13) and (2.14) are in four-

block structure. If the objective signal vector is considered as
[

zT
2 zT

1

]T
and exogenous

signal vector as
[

wT
2 wT

1

]T
, two different design structures are then obtained that

yield different types of uncertainty structure of the system.

G
S

K

+

+ +

_
w z

z w
1 12 2

∆ ∆
− +

∞

Figure 2.7: Additive and feedback type uncertainty structure

Figures 2.7 and 2.8 are related to (2.13) and (2.14) respectively. Both of these

two structures, interestingly, belong to a general class of uncertainty structure which is

mentioned in [42]. The general perturbation structure of the shaped plant is

GS∆ = ((I −∆×)GS −∆+) (I −∆−GS −∆÷)−1 .

When ∆÷ and ∆× become zero, the uncertainty structure is like Figure 2.7 and simi-

larly, the structure becomes as shown in Figure 2.8, when ∆− and ∆+ are zero.

Remark 2.4: In [42], two equivalent sets of perturbed plants have been addressed cor-

responding to uncertainty structure shown in Figures 2.6 and 2.8. Similarly, a different



38 H∞ loop shaping control
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Figure 2.8: Output multiplicative and input inverse multiplicative uncertainty
structure

set of perturbed plant has been developed as shown in Figure 2.7 which is equivalent to

the above two sets (see Figures 2.6 and 2.8)

2.5 A method for weight selection

In this section, a method has been proposed to select a pre-compensator for solving H∞
loop shaping control by considering the work of [1]. The post-compensator is assumed

as an identity matrix with proper dimension. In Procedure 1, a simple and effective

method is proposed in comparison with the simultaneous optimization technique dis-

cussed in [55]. In Procedure 2, an effort has been made to minimize the condition

number of the pre-compensator that in turn, effectively reduces loop deterioration in

presence of controller. Before describing the method, we need to represent a relation

between a matrix A and its perturbed form Ā that will help to calculate the variation

to be introduced in a nominal plant in order to shape the desired singular values of any

closed-loop system. This idea has been utilized in the proposed algorithms.

Lemma 2.1 [1]: Let A, Ā ∈ Cn×n and Ā is defined as

Ā = A (I + Ψ) , (2.15)

where Ψ = V ΦV ∗. V = [v1, v2, . . . , vn] and U = [u1, u2, . . . , un] are two unitary matri-

ces whose columns are respectively the eigenvectors of A∗A and Ā∗Ā. Then, uk = V γk

provided γk is the kth column eigenvector of Z∗Z, where Z is defined as (Dσ)
1
2 (I + Φ) ,

Φ ∈ Cn×n and Dσ = diag
(
σ2

n (A)
)

= V ∗A∗AV.
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The proof of this lemma is given in [1]. Now, in order to select a pre-compensator

that shapes the singular values of the open-loop plant based on design specifications,

the frequency-by-frequency calculation has been performed and at each frequency, the

TFM becomes a complex matrix. We consider, G (jω) and Gd (jω) are the two matrices

at frequency ω which are respectively obtained from the nominal and desired shaped

plant. These two plants are with same dimension. Here, Gd is a known TFM and it is

chosen based on closed-loop design specification. In the following steps, dependence on

jω is omitted for simplicity of the notation.

Procedure 1

Using (2.15), the following relation can be formed at each frequency:

Gd = G (I + V ΦV ∗) = GV (I + Φ)V ∗ = GW1, (2.16)

where Φ is unknown matrix and V is formed with the eigenvectors of G∗G such that

V ∗G∗GV = Dσ = diag
(
σ2

n (G)
)
. It is assumed that G∗G has no eigenvalue at origin for

all frequencies, hence, D−1
σ exists. Now, simplifying (2.16), we have

Φ =
(
D−1

σ

)
(GV )∗ (Gd −G) V, (2.17)

where the pre-compensator matrix is (I + V ΦV ∗). Since, G and Gd are known, V and

Φ can be easily calculated at each frequency. Within the selected frequency range, each

element of (I + V ΦV ∗) is plotted and a stable, minimum-phase transfer function is fitted

to each plot. The selection of W1 is such that GS = GW1 contains no hidden modes.

Algorithm 1

Assumption: For all frequencies, G∗ (jω) G (jω) has no eigenvalue at origin.

Inputs: Nominal TFM G(s) and the desired shaped plant Gd(s).

Algorithmic steps:

1. Select the frequency range in which the shaping of singular values is mostly desired.

Grid the frequency range.

2. At each frequency grid, compute G(jω), V (jω), Gd(jω), Dσ(jω).
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3. Compute Φ and (I + V ΦV ∗), and store the data.

4. Plot each element of (I + V ΦV ∗) with frequency. Fit each element of TFM with

a stable, minimum-phase transfer function.

5. Perform co-spectral factorization to obtain stable, minimum phase pre-compensator.

Remark 2.5: The perturbation Φ is not general, however, depends not only on G but

also on Gd. The assumption for this algorithm is more conservative. However, the direct

inversion of nominal plant G in (2.16) has been avoided by following the procedure as

discussed above.

Now, a different design technique is proposed to select a pre-compensator for solving H∞
loop shaping control problem. In this procedure, the condition number minimization

constraint is taken into account and finally, the proposed design method is formulated

in LMI framework.

Procedure 2

Let α(s) and β(s) are the two SISO transfer functions indicating the upper and lower

bounds of the selected region for loop shape. At any frequency ω, |β(jω)| ≤ σ (GS(jω)) ≤
|α(jω)|, then, it can be written as

|β(jω)|2 I ≤ G∗
S(jω)GS(jω) ≤ |α(jω)|2 I (2.18)

where, I is the identity matrix with proper dimension. For simplicity, jω is henceforth

omitted. Applying (2.16), the inequality (2.18) can be written as

|β|2 I ≤ V X∗V ∗G∗GV XV ∗ ≤ |α|2 I (2.19)

where X = I + Φ. Since, σ (GS) > 0 , X is a non-singular matrix. Now, defining

F = V ∗G∗GV , (2.19) can be simplified as

|β|2 (XX∗)−1 ≤ F ≤ |α|2 (XX∗)−1

⇒ |β|2 I ≤ FQ ≤ |α|2 I (2.20)

where Q = XX∗.
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Since, F > 0, (G∗G has no eigen value at origin) F−1 exists and it is obvious that

σ
(
F−1

)
I ≤ F−1 ≤ σ̄

(
F−1

)
I. (2.21)

From (2.20) it can be written as

|β|2 F−1 ≤ Q ≤ |α|2 F−1.

Hence from (2.21),

|β|2 σ
(
F−1

)
I ≤ Q ≤ |α|2 σ̄

(
F−1

)
I. (2.22)

Let, k = |β|2 σ
(
F−1

)
, k > 0. Then (2.22) can be written as

|β|2 σ
(
F−1

)
I ≤ Q ≤ |α|2 σ̄

(
F−1

)

|β|2 σ (F−1)
|β|2 σ

(
F−1

)
I. (2.23)

Let, c is a number where c ≥ 1 and also c2 ≥ |α|2σ̄(F−1)
|β|2σ(F−1)

, then (2.23) can be written as

kI ≤ Q ≤ c2kI. (2.24)

Corollary 2.1: At each frequency, a pre-compensator matrix W1 has to be selected

such that the singular values of GW1 will lie in between |α| and |β|. If W1 is formed as

V XV ∗ from (2.16) where X is defined as X = I + Φ, then Q = XX∗ can be obtained

by solving the minimization problem:

Minimize c2

Subject to

|β|2 I ≤ FQ ≤ |α|2 I

Q > 0 (2.25)

kI ≤ Q ≤ c2kI

where, c2 is the condition number of Q.

This optimization problem is in the form of a generalized eigenvalue problem (GEVP)

in LMI framework.

Algorithm 2

Assumption: For all frequencies, G∗(jω)G(jω) has no eigenvalue at origin.
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Inputs: Nominal plant TFM G(s) and two SISO transfer functions α(s) and β(s).

Algorithmic steps:

1. Select the frequency range [ωl, ωh] in which the singular values of the nominal

plant will be shaped. Grid the frequency range. The dense frequency grid will

give the better result.

2. At each frequency grid compute V (jω), G(jω) and F (jω) = (G(jω)V (jω))∗

×(G(jω)V (jω)).

3. Solve the optimization problem (2.25) and get the solution Q. From Q, calculate

X. The pre-compensator matrix W1 = V XV ∗ and store the data.

4. Plot each element of W1 with frequency. Fit with a stable, minimum-phase transfer

function to each element of W1.

5. Perform co-spectral factorization to obtain stable, minimum phase pre-compensator.

Remark 2.6: The Algorithm 2 can be easily implemented in MATLAB environment

using LMI toolbox. Although (2.25) comprises two non-strict inequalities, for finding

solutions using LMI toolbox these two are assumed as strict inequalities. In both the

algorithms, the MATLAB command ‘fitmag’ has been used to fit the data points with

a stable, minimum phase transfer function. Interestingly, even though each element of

TFM becomes stable and minimum phase, it does not yield that overall TFM becomes

minimum phase. Hence, co-spectral factorization is required to achieve this objective

[33].

2.6 Numerical example

To demonstrate the effectiveness of the proposed method, an example has been illus-

trated in this section. The simplified mathematical model of high-purity distillation

column is considered [66]. It is an ill-conditioned plant with strong cross-coupling. In

H∞ loop shaping framework, to shape singular values of the open-loop plant two differ-

ent non-diagonal weights have been obtained using two different algorithms proposed in

the preceding section. The plant model is given below [66].

G(s) =
e−τs

1 + 75s

[
0.878 0.864

1.082 1.096

][
k1 0

0 k2

]
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where,

0.8 ≤ k1 ≤ 1.2

0.8 ≤ k2 ≤ 1.2

0 ≤ τ ≤ 1.

The nominal plant model is assumed using the mid values of k1, k2 and τ = 1. The

outputs of the plant are top composition and bottom composition and the inputs are

reflux and boilup [66]. The time delay is simplified with a first order Padé approximation

that introduces a zero to RHS of s-plane at 2 rad/min. This RHS zero restricts the closed

loop bandwidth.
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Figure 2.9: Singular values of the nominal plant and desired shape of singular
values

In Figure 2.9, singular values of the nominal plant have been shown and its condition

number is 142 at all frequencies. As mentioned in [48], the performance specifications

are taken as follows: output should reach to 90% of its steady-state value within 30

minutes while the corresponding input channel of the system is excited with a step

input, and the effect of cross-coupling on the other output channel should be less than

50% of steady state value of first output channel after the above specified time. To meet
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closed-loop design specifications, singular values are increased in both the high and low

frequency regions, and a TFM is chosen as

Gd(s) =

[
1.5(s+0.8)2

s2(s+1.3)
0

0 0.9(s+0.8)2

s2(s+1.3)

]

for desired shape of singular values which are shown in Figure 2.9. The desired shape

indicates boundaries of the loop shaping region, that is, all singular values of the shaped

plant should lie in this region. Now, to shape singular values of the open-loop plant the

proposed two algorithms have been adopted.

Since it is a two-input-two-output system, the TFM selected for desired shape has

two SISO transfer functions at diagonal position whose gain plots indicate the desired

shape of singular values. This selection is done on trial and error basis. For Algorithm

2, same transfer functions have been used to indicate the boundaries of the desired loop

shape. Applying both the algorithms, frequency-by-frequency data points have been

stored and the corresponding gain vs. frequency plots are shown in Figures 2.10-2.13.

Then, each plot is fitted with a stable, minimum-phase transfer function and for fit-

ting, the MATLAB command ‘fitmag’ has been used. Note that, the obtained TFM

may or may not be minimum phase and to get a stable, minimum phase TFM, co-

spectral factorization is performed. The corresponding designed pre-compensator TFM

W1 =

[
W11 W12

W21 W22

]
is as follows:

From Algorithm 1

W11(s) =

3546(s9 + 3.9932s8 + 6.2042s7 + 5.0508s6 + 2.5169s5 + 0.8821s4 + 0.2304s3

+0.0431s2 + 0.0055s + 0.00047)

s9 + 3.862s8 + 5.429s7 + 3.88s6 + 1.761s5 + 0.5826s4 + 0.1496s3 + 0.0246s2 + 0.003s + 0.000194

W12(s) =

−3483(s9 + 3.9831s8 + 6.1843s7 + 5.0148s6 + 2.4924s5 + 0.8653s4 + 0.2150s3

+0.0413s2 + 0.0053s + 0.000426)

s9 + 3.862s8 + 5.429s7 + 3.88s6 + 1.761s5 + 0.5826s4 + 0.1496s3 + 0.0246s2 + 0.003s + 0.000194

W21(s) =

−3483(s12 + 48.033s11 + 681.59s10 + 3465s9 + 8530s8 + 11438s7 + 8753.9s6 + 4005.2s5

+1203.6s4 + 287.1088s3 + 41.7456s2 + 4.8952s + 0.1931)

s12 + 47.93s11 + 675.7s10 + 3374s9 + 7992s8 + 9969s7 + 6769s6 + 2723s5 + 820.6s4 + 175.4s3

+26.05s2 + 2.727s + 0.1059

W22(s) =

3497(s12 + 48.0412s11 + 681.7272s10 + 3468.7s9 + 8553s8 + 11507s7 + 8841.9s6

+4083.5s5 + 1257.1s4 + 304.55s3 + 47.6122s2 + 5.7707s + 0.3452)

s12 + 47.93s11 + 675.7s10 + 3374s9 + 7992s8 + 9969s7 + 6769s6 + 2723s5 + 820.6s4 + 175.4s3

+26.05s2 + 2.727s + 0.1059
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From Algorithm 2

W11(s) =
2454(s8 + 3.2559s7 + 4.0212s6 + 2.4943s5 + 0.9478s4 + 0.2756s3 + 0.0533s2 + 0.0075s + 0.00064)

s8 + 3.127s7 + 3.405s6 + 1.749s5 + 0.6497s4 + 0.1709s3 + 0.03134s2 + 0.0042s + 0.00029

W12(s) =
−2400(s8 + 3.2517s7 + 3.9996s6 + 2.4733s5 + 0.9313s4 + 0.2699s3 + 0.0517s2 + 0.0071s + 0.00062)

s8 + 3.127s7 + 3.405s6 + 1.749s5 + 0.6497s4 + 0.1709s3 + 0.03134s2 + 0.0042s + 0.00029

W21(s) =
−2400(s8 + 3.2513s7 + 4.0192s6 + 2.5021s5 + 0.9592s4 + 0.2806s3 + 0.0545s2 + 0.0075s + 0.00064)

s8 + 3.128s7 + 3.421s6 + 1.782s5 + 0.6706s4 + 0.1793s3 + 0.0331s2 + 0.0044s + 0.0003

W22(s) =
2448(s8 + 3.2578s7 + 4.0339s6 + 2.5364s5 + 0.9759s4 + 0.2904s3 + 0.0565s2 + 0.0081s + 0.0007)

s8 + 3.128s7 + 3.421s6 + 1.782s5 + 0.6706s4 + 0.1793s3 + 0.0331s2 + 0.0044s + 0.0003
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Figure 2.10: Frequency vs. gain plot for W11

In Figures 2.14-2.15, the singular values of the shaped plant have been shown. The

dashed lines indicate the boundaries of desired shape, and both the algorithms give

satisfactory result. In Figure 2.14, at low frequency region the lower singular value of

the shaped plant comes out from the desired boundary, it occurs due to error in data

point selection for transfer function fitting.

The condition number of the designed pre-compensator has been shown in Figure

2.16 for both the algorithms. In Algorithm 2, the condition number has been improved

significantly. Figures 2.17-2.18 show the closed loop responses for a unit step input

(either in input channel-1 or in input channel-2). Due to the condition number mini-

mization in Algorithm 2, the loop deterioration is less compared to Algorithm 1 which
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Figure 2.11: Frequency vs. gain plot for W12
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Figure 2.12: Frequency vs. gain plot for W21
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Figure 2.13: Frequency vs. gain plot for W22
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Figure 2.14: Singular values of the shaped plant from Algorithm 1
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Figure 2.15: Singular values of the shaped plant from Algorithm 2
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Figure 2.16: Condition number of the pre-compensator

has been shown in Figure 2.19. The calculated γmin values (inverse of robust stability

margin) are obtained respectively 3.6377 and 3.1922 from Algorithms 1 and 2. This

clearly indicates that the condition number minimization of pre-compensator weighting

function in LMI framework results better trade-off between performance and robustness.
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Figure 2.17: Step response due to input in channel-1
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Figure 2.18: Step response due to input in channel-2
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Figure 2.19: Loop deterioration after the inclusion of controller

2.7 Conclusions

In this chapter, a pre-compensator selection procedure has been proposed for H∞ loop

shaping control. The underlying theory of the method is different from the existing

results and it gives an alternative and effective procedure. To select pre-compensator,

two different algorithms have been introduced where Algorithm 2 leads to minimize the

condition number of the pre-compensator in LMI framework. It is necessary to check

whether the loop properties are significantly changed in presence of final controller K =

W1K∞. If so, a better trade-off between performance and robustness can be achieved

by adopting Algorithm 2 which is based on condition number minimization of pre-

compensator weighting function. In numerical example, the simulation results obtained

from two different algorithms have been presented in a comparative way and both of

them give the satisfactory results.



C H A P T E R 3

Parametric H∞ loop shaping

control

Compared to McFarlane-Glover method discussed in preceding chapter, the parametric

H∞ loop shaping technique provides more flexible design framework and systemic weight

selection procedure for the solution of mixed sensitivity H∞ control problem [41]. In

true sense, both the parametric and McFarlane-Glover H∞ loop shaping methods ensure

robust stability against normalized coprime factor uncertainty description of the shaped

plant. The only difference is, parametric structure contains a known scalar parameter

in the design framework. Unfortunately, for non-unity parameter the explicit formula

proposed in McFarlane-Glover method is no longer applicable and an iterative algorithm

is needed to find robust stability margin. In this chapter, a design framework has been

proposed for synthesizing the parametric H∞ loop shaping controller using LMI ap-

proach that circumvents the computational difficulty for finding robust stability margin

( 1
γopt

). In the sequel, a correspondence has also been drawn with the existing Riccati

equation based state-space approach of [41] and finally, the observer based structure of

the controller has been realized. The effectiveness of the proposed parametric H∞ loop

shaping control strategy is discussed through simulation studies.
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3.1 Introduction

As discussed in Chapter 2, the McFarlane-Glover H∞ loop shaping method provides

some advantageous design steps compared to general H∞ synthesis problem [26, 65]. In

this method, the explicit formula for robust stability margin reduces design efforts and

advances the technique one step ahead in robust control theory due to a general unstruc-

tured uncertainty description of the system. Later in [41], a more general framework for

H∞ loop shaping control has been proposed. In this structure, a free parameter λ ap-

pears in performance index that, in turn, gives a compromise in between the sensitivity

and complementary sensitivity transfer functions of the closed-loop system. Unfortu-

nately, this introduced parameter invites some complexities in numerical computations.

Most importantly, for non-unit value of this parameter an iterative algorithm is needed

to calculate the optimal value of γ and it hampers the main advantage of the loop shap-

ing method. In this chapter, a design platform has been addressed in LMI framework

that reduces computation burden for finding the robust stability margin and provides a

framework alternative to state-space Riccati equation based approach.

The necessary and sufficient conditions for the existence of parametric H∞ loop

shaping controller have been derived in [41] where the solutions are obtained in state-

space framework. The existence of the stabilizing solutions of two AREs indicates the

existence of parametric controller. However, interestingly it has been shown that the

solution of control ARE is enough to ensure the controller existence whereas the other

ARE always gives a stabilizing solution zero and jointly satisfies the γ constraint for

H∞ synthesis. Further in [41], exploiting the disturbance feedforward structure 1 of

the generalized plant the observer-based controller has been realized and the problem is

posed in state-feedback structure.

On the other hand, the LMI approach leads a remarkably simplified H∞ controller de-

sign [36, 49]. This technique provides a design platform where the number of assumptions

is reduced, the robust stability margin is found out by solving a minimization problem

and the existing conditions for stabilizing controller are characterized by two symmetric

positive-definite matrices. These two matrices are the stabilizing solutions of two ARIs

1The generalized plant

P =

2
4

A B1 B2

C1 0 D12

C2 I 0

3
5

is in disturbance feedforward (DF) structure. It has a relationship with the full information (FI) problem.
For DF problem, an additional assumption is imposed that is, A−B1C2 is stable. For detail, see ([114]
page-431).
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[36, 49]. In [60], a correspondence has been shown between ARIs and AREs, and sub-

sequently for comparison the Doyle-Glover-Khargonekar-Francis (DGKF) method [26],

Doyle-Glover method [38] and LMI approach [36, 49] are presented in single platform.

In this chapter, an effort has been made to reformulate the parametric H∞ loop

shaping design problem in LMI framework that in turn, explores a new set of solvability

conditions for stabilizing controller and gives an easy way for finding robust stability

margin using available LMI solver. The existence conditions for parametric H∞ loop

shaping controller have been characterized by positive definite solutions of two ARIs

that correspond to Riccati equation based state-space approach and finally, an observer

based structure of the controller has been realized.

The rest of the chapter is organized as follows: The difference between McFarlane-

Glover method and parametric H∞ loop shaping control problem has been discussed

in Section 3.2. In Section 3.3, the state-space solutions of the parametric H∞ loop

shaping design problem are presented along with observer-based controller structure and

subsequently, the LMI approach is introduced leading to find the solvability conditions of

the stabilizing controller. In Section 3.4, a correspondence between ARIs and AREs has

been established and in Section 3.5, the observer-based controller structure is realized

in LMI approach. A numerical example has been illustrated in Section 3.6 to show the

usefulness of the proposed technique and in Section 3.7, the concluding remarks are

drawn.

3.2 Parametric H∞ loop shaping control

Before introducing the parametric H∞ loop shaping design framework, first in this

section, the McFarlane-Glover H∞ loop shaping method has been described in its state-

space form. Referred to Figure 2.2 in Chapter 2, G is the nominal plant, post and

pre-compensators are W2 and W1, from where the shaped plant GS = W2GW1 is ob-

tained [65]. If the minimal state-space realization of GS is

[
A B

C 0

]
, the state-space

realization of the normalized left coprime factors becomes

[
N M

]
=

[
A + LC B L

C 0 I

]
, (3.1)
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where L = −Y CT and Y = Y T ≥ 0 is the stabilizing solution of the following Riccati

equation

AY + Y AT − Y CT CY + BBT = 0. (3.2)

Based on GS , a controller K∞ is designed to ensure the internal stability of the closed-

loop system for a set of plant Gp = (M+∆M )−1(N+∆N ) by minimizing the performance

index

‖Tzw‖∞ =

∥∥∥∥∥

[
I

K∞

]
(I −GSK∞)−1M−1

∥∥∥∥∥
∞

. (3.3)

Here, the performance index is the infinity norm of the transfer function matrix be-

tween w (exogenous signal) to z (objective signal2) and the design method is known

as McFarlane-Glover H∞ loop shaping method [65]. In parametric H∞ loop shaping

control, the performance index is modified as

‖Tzw‖∞ =

∥∥∥∥∥

[
I

λK∞

]
(I −GSK∞)−1M−1

∥∥∥∥∥
∞

(3.4)

where, λ is a free scalar parameter [41]. The block-diagram for robust stabilization

problem corresponding to (3.4) has been shown in Figure 3.1 with the normalized left

coprime factor uncertainty description of the shaped plant.

N M
-1

Κ

+
+

+ −

zz
w

21

∆∆

λ

λ

MN

-1

λ
-1

∞

Figure 3.1: Robust stabilization problem in parametric H∞ loop shaping frame-
work [41]

2Here, z is considered as
�

zT
2 zT

1

�T
. Whereas in Section 2.2 of Chapter 2, the objective signal

vector was taken as
�

zT
1 zT

2

�T
and it does not violate any generality of the problem.
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Here, λ is a scalar quantity and it does not alter the state-space realization of the nor-

malized coprime factors of the shaped plant as obtained in McFarlane-Glover method.

However, it only scales the input matrix of the generalized plant. It means, the para-

metric H∞ loop shaping control problem can be posed into two different frameworks. If

the parameter enters into the state-space realization of the shaped plant, equation (3.2)

becomes parameter dependent and for different values of λ, different normalized coprime

factors will be obtained. In other way, if the shaped plant is kept parameter invariant,

the normalized left coprime factors can be obtained by using (3.1-3.2). Where λ only

scales input of the N block and for a given value of λ, the controller λK∞ is designed

to ensure the stability margin
∥∥∥
[

λ−1∆N ∆M

]∥∥∥
∞
≤ 1

γ . When λ = 1, the parametric

loop shaping control problem is similar to McFarlane-Glover method.

From Figure 3.1, the generalized plant is obtained as

Pp =




A −L B
λ

C I 0

0 0 I

C I 0




(3.5)

Throughout this chapter, it is assumed that (A, B
λ , C) is a stabilizable and detectable

pair for all λ > 0. Using the Doyle-Glover method [38], the solvability conditions are

derived in [41] and due to disturbance feed-forward structure of the generalized plant,

a controller with observer-based structure has been realized. In this chapter, the LMI

approach has been applied on generalized plant (3.5) to find the solvability conditions for

stabilizing controller and results are compared with the Riccati equation based state-

space approach. Moreover, it also has been shown that the LMI technique gives the

observer-based controller with similar structure that has been obtained in [41].

3.3 Solvability conditions

For the shaped plant GS , we assume the number of inputs nu is more than or equal to

the number of outputs ny and γopt is the minimum achievable norm of the performance

index (3.4) for all stabilizable controllers [41]. We consider the dimension of w is nw and

since M is a square plant, nw = ny. In the following theorem, the solvability conditions

have been stated in state-space form for the existence of a stabilizing controller. For

completeness of our discussion, the proof of the theorem has also been discussed briefly.
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Theorem 3.1 [41]: There is a stabilizing controller λK∞(s) such that γopt < γ, if

and only if, there exists a stabilizing solution X∞ ≥ 0 to the ARE

(A− φLC)T X∞ + X∞(A− φLC)−X∞(λ−2BBT − φLLT )X∞ + φγ2CT C = 0 (3.6)

where, φ = (γ2 − 1)−1. If X∞ is a stabilizing solution of equation (3.6), the observer-

based controller K∞(s) becomes

K∞(s) =

[
A + BF∞ + LC −L

F∞ 0

]
(3.7)

where, F∞ = −λ−2BT X∞.

Proof : The proof of this theorem is straightforward and to find necessary and suf-

ficient conditions for stabilizing controller, Doyle-Glover method has been adopted [38].

Considering the generalized plant Pp as given in (3.5), we have

A = A ∈ <n×n, B1 = −L ∈ <n×nw , B2 = λ−1B ∈ <n×nu ,

C1 =

[
C

0nu×n

]
∈ <(nw+nu)×n, C2 = C ∈ <nw×n,

D11 =

[
Inw

0nu×nw

]
∈ <(nw+nu)×nw , D12 =

[
0nw×nu

Inu

]
∈ <(nw+nu)×nu ,

D21 = Inw ∈ <nw×nw , D22 = 0 ∈ <nw×nu .





(3.8)

It satisfies all the required assumptions3 for applying the Doyle-Glover method. The

method states that, there is a stabilizing controller, if and only if, there exists two

positive semi-definite solutions X∞ and Y∞ satisfying ρ(X∞Y∞) ≤ γ2 where, X∞ and

Y∞ are respectively the two solutions of following algebraic Riccati equations. The AREs

3The assumptions are

1. (A, B2) is stabilizable, (C2, A) is detectable.

2. rank(D12) = nu, rank(D21) = nw.

3.

�
A− jωI B2

C1 D12

�
has full column rank for all ω ∈ <.

4.

�
A− jωI B1

C2 D21

�
has full row rank for all ω ∈ <.
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are

X∞(A−BrR
−1DT

1·C1) + (A − BrR
−1DT

1·C1)T X∞ −X∞BrR
−1BT

r X∞

+ CT
1 (I −D1·R−1DT

1·)C1 = 0 (3.9)

Y∞(A−B1D
T
·1R̃

−1Cc)T + (A−B1D
T
·1R̃

−1Cc)Y∞ − Y∞CT
c R̃−1CcT∞

+ B1(I −DT
·1R̃

−1D·1)BT
1 = 0 (3.10)

where, Br =
[

B1 B2

]
, Cc =

[
C1

C2

]
, D1· =

[
D11 D12

]
, D·1 =

[
D11

D21

]
, D11 =

[
D1111 D1112

D1121 D1122

]
, R =

[
DT

11D11 − γ2I DT
11D12

DT
12D11 DT

12D12

]
and R̃ =

[
D11D

T
11 − γ2I D11D

T
21

D21D
T
11 D21D

T
21

]
.

Now using (3.8), we get

R =

[
(1− γ2)I 0

0 I

]
, R̃ =




(1− γ2)I 0 I

0 −γ2I 0

I 0 I


 ,

(A−BrR
−1DT

1·C1) =
(
A− (

γ2 − 1
)−1

LC
)

,

BrR
−1BT

r = λ−2BBT − (γ2 − 1)−1LLT

and

CT
1 (I −D1·R−1DT

1·)C1 = γ2(γ2 − 1)−1CT C.

Replacing these terms in (3.9) and (3.10), and after some algebraic simplification, the

AREs become respectively as

X∞(A− (γ2 − 1)−1LC) + (A− (γ2 − 1)−1LC)T X∞ + γ2(γ2 − 1)−1CT C

− X∞(λ−2BBT − (γ2 − 1)−1LLT )X∞ = 0 (3.11)

and

(A + LC)Y∞ + Y∞(A + LC)T − Y∞CT CY∞ = 0. (3.12)

Since (A + LC) is stable, Y∞ = 0 is a stabilizing solution of (3.12). Therefore, if there

exists a positive semi-definite stabilizing solution X∞, it always satisfies the requirement
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ρ(X∞Y∞) ≤ γ2 since γ > 0, and provides necessary and sufficient conditions for the

existence of stabilizing controller.

Now, the controller will be found out when the stabilizing solutions X∞ and Y∞ exist.

Using Doyle-Glover method [38], a controller K is obtained with the following structure:

K =

[
Ac Bc

Cc 0

]

where,

Ac = (I − γ−2Y∞X∞)−1
[
(A + (L− Y∞CT )C)(I − γ−2Y∞X∞)− λ−2BBT X∞

]
,

Bc = −(I − γ−2Y∞X∞)−1(L− Y∞CT ) and Cc = −λ−1BT X∞.

If the controller state is xc and measured output of the shaped plant is y, the state-space

equations of the obtained controller become as follows:

ẋc = (I − γ−2Y∞X∞)−1[A(I − γ−2Y∞X∞)xc + (L− Y∞CT )C(I − γ−2Y∞X∞)xc

−λ−2BBT X∞xc − (L− Y∞CT )y]

u = −λ−1BT X∞xc.

Defining (I − γ−2Y∞X∞)xc = xt, we have

ẋt =
[
A− λ−2BBT X∞(I − γ−2Y∞X∞)−1

]
xt + (L− Y∞CT )(Cxt − y)

and

u = −λ−1BT X∞(I − γ−2Y∞X∞)−1xt.

This is a realization of the controller with observer-based structure. For Y∞ = 0, it

becomes
ẋt = (A + LC)xt + B

(−λ−2BT X∞
)
xt − Ly

u = λ
(−λ−2BT X∞

)
xt

}
. (3.13)

Now defining F∞ = −λ−2BT X∞, (3.13) becomes

ẋt = (A + LC + BF∞) xt − Ly

u = λF∞xt

}
(3.14)
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which is similar to (3.7) as (3.14) depicts the state-space realization for λK∞. ¤

Remark 3.1: In Theorem 3.1, the stabilizing controller is λK∞(s) and its corre-

L

A

CB

B X
T

λ

λ λ
-2

-1

-

+ -
+

+
+

z = u
1

z   = y
2

x x

u

t t

.

^

K

∫

∞

∞

Figure 3.2: Observer-based parametric H∞ loop shaping controller

sponding block-diagram has been shown in Figure 3.2. Note that, in final step when the

parametric H∞ loop shaping controller is formed by cascading λ−1W1 and W2 with the

controller λK∞, the parameters λ and λ−1 are canceled out but K∞ remains λ dependent.

Now, the parametric H∞ loop shaping design method has to be reformulated in LMI

framework. For the existence of stabilizing controller, a new set of solvability conditions

will be derived. Unlike [41], it will be shown that the solvability conditions are involved

with the existence of stabilizing solutions of two ARIs. In the sequel, a correspondence

also has to be established between ARIs and AREs to compare these results with [41].

Finally in LMI framework, the observer-based structure of the controller will be realized

to establish the fact that the proposed method is a parallel approach to [41], however,

provides an effective framework for computing optimal value of γ. Assuming the triplet

(A, B
λ , C) is stabilizable and detectable for a given value λ > 0, the following theorem

can be stated.

Theorem 3.2: For λ > 0, there exists a stabilizing controller λK∞, if and only if
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R > 0, S > 0, γ > 0 and satisfy the following inequalities:




AR + RAT − γλ−2BBT RCT −L

CR −γI I

−LT I −γI


 < 0 (3.15)

AT S + SA + CT LT S + SLC − γCT C < 0 (3.16)[
R I

I S

]
≥ 0 (3.17)

Proof : This theorem will be proved by using the results of [36, 49]. Let, a generalized

plant is

P =




A B1 B2

C1 D11 D12

C2 D21 0


 , (3.18)

where (A,B2, C2) is stabilizable and detectable. There exists a stabilizing H∞ controller

such that ‖Tzw‖∞ ≤ γ, where γ > 0, if and only if, R > 0, S > 0 and satisfy the following

inequalities:

[
NR 0

0 I

]T




AR + RAT RCT
1 B1

C1R −γI D11

BT
1 DT

11 −γI




[
NR 0

0 I

]
< 0 (3.19)

[
NS 0

0 I

]T




AT S + SA SB1 CT
1

BT
1 S −γI DT

11

C1 D11 −γI




[
NS 0

0 I

]
< 0 (3.20)

[
R I

I S

]
≥ 0 (3.21)

where, NR, NS denote bases of the null spaces of
[

BT
2 DT

12

]
and

[
C2 D21

]
re-

spectively. Tzw is the transfer function matrix between w to z. Now, comparing the
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generalized plant (3.5) with (3.18), we have

A = A,B1 = −L,B2 = λ−1B,C1 =

[
C

0

]
, C2 = C

D11 =

[
I

0

]
, D12 =

[
0

I

]
and D21 = I.





(3.22)

The bases of the null spaces4 of
[

λ−1BT 0 I
]

and
[

C I
]

can be chosen as


I 0

0 I

−λ−1BT 0


 and

[
I

−C

]
. Using (3.22) and replacing NR =




I 0

0 I

−λ−1BT 0




and NS =

[
I

−C

]
in (3.19) and (3.20), we obtain respectively (3.15) and (3.16). (3.21)

is similar to (3.17). ¤

Remark 3.2: For a given value of λ, (3.15)-(3.17) can be solved in an LMI frame-

work and an optimal value of γ easily can be found out if it is solved as a minimization

problem. Hence, the method proposed in [41] provides conservative results and this can

be achieved if one designs the parametric H∞ loop shaping controller in LMI framework.

Remark 3.3: From (3.15), it is obvious that

[
−γI I

I −γI

]
< 0 is also satisfied.

It yields γ is always > 1.

3.4 Correspondence between LMI and Riccati equation

based approach

To draw a correspondence between the Theorems 3.1 and 3.2 the following lemma is

presented.

4
�

λ−1BT 0 I
� ∈ <nu×(n+nw+nu) and

�
C I

� ∈ <nw×(n+nw). The rank of the null ma-
trices will be [(n + nw + nu) − nu] and [(n + nw) − nw] respectively. Hence, these are selected as�

In 0 −λ−1B
0 Inw 0

�T

and

�
In

−C

�
.
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Lemma 3.1 [60]: A matrix function is defined as

G(X, A, B,Q) = XAT + AX + XQX + BBT

and it is assumed that, (A,B) is controllable on the imaginary axis with Q = QT . Then

the following statements are equivalent.

i) There exists a matrix X̂ > 0 satisfying G(X̂, A, B, Q) < 0.

ii) There exists a matrix X ≥ 0 satisfying G(X, A,B,Q) = 0 such that A+XQ is stable.

Further, the relation X̂ > X is also satisfied.

Theorem 3.2 states the solvability conditions for the existence of stabilizing controller

in LMI framework. Using Schur complement form (see Chapter 1), the following ARI is

obtained from (3.15).

(
A +

1
(1− γ2)

LC

)
R + R

(
A +

1
(1− γ2)

LC

)T

−
(

γ

(1− γ2)

)
RCT CR

−
(

γ

(1− γ2)

)
LLT − γλ−2BBT < 0. (3.23)

Similarly, from (3.16)

S(A + LC) + (A + LC)T S − γCT C < 0. (3.24)

Now, pre and post-multiplying (3.23) and (3.24) by R−1 and S−1 respectively, we get

R−1

(
A +

1
(1− γ2)

LC

)
+

(
A +

1
(1− γ2)

LC

)T

R−1 −
(

γ

(1− γ2)

)
CT C

−R−1

((
γ

(1− γ2)

)
LLT + γλ−2BBT

)
R−1 < 0 (3.25)

and

(A + LC)S−1 + S−1(A + LC)T − γS−1CT CS−1 < 0. (3.26)

Again, multiplying both sides of (3.25) and (3.26) by γ we have

(γR−1)
(

A +
1

(1− γ2)
LC

)
+

(
A +

1
(1− γ2)

LC

)T

(γR−1)−
(

γ2

(1− γ2)

)
CT C

−(γR−1)
((

1
(1− γ2)

)
LLT + λ−2BBT

)
(γR−1) < 0 (3.27)
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and

(A + LC)(γS−1) + (γS−1)(A + LC)T − (γS−1)CT C(γS−1) < 0. (3.28)

Now changing the variables as X̃∞ = γR−1 and Ỹ∞ = γS−1, we get two ARIs as follows:

X̃∞
(
A− (

γ2 − 1
)−1

LC
)

+
(
A− (

γ2 − 1
)−1

LC
)T

X̃∞

− X̃∞
(
λ−2BBT − (

γ2 − 1
)−1

LLT
)

X̃∞ + γ2
(
γ2 − 1

)−1
CT C < 0 (3.29)

(A + LC)Ỹ∞ + Ỹ∞(A + LC)T − Ỹ∞CT CỸ∞ < 0. (3.30)

These two ARIs are the counterpart of AREs which have been obtained in state-space ap-

proach (see (3.11) and (3.12)). Since the pair
((

A− (
γ2 − 1

)−1
LC

)
,
(
γ

(
1− γ2

)− 1
2 C

))

is observable on the imaginary axis, using the Lemma 3.1, it can be stated that if (3.29)

has stabilizing solution X̃∞, then ARE (3.11) also has stabilizing solutions X∞ and

satisfies the following relation X̃∞ > X∞ ≥ 0. On the other hand, Ỹ∞ > Y∞ = 0 and it

satisfies ρ(X∞Y∞) < ρ(X̃∞Ỹ∞) ≤ γ2.

3.5 Controller construction

In Theorem 3.2, the solvability conditions for stabilizing controller are characterized by

two positive definite matrices R and S. If these solutions exist, a controller

K =

[
Ac Bc

Cc Dc

]

can be obtained by using the results of [35] and in this regard, the following steps have

been adopted. Note that, from parametric H∞ loop shaping framework the generalized

plant (3.5) can be obtained and comparing it with (3.18), we have

A = A ∈ <n×n, B1 = −L ∈ <n×nw , B2 = λ−1B ∈ <n×nu ,

C1 =

[
C

0nu×n

]
∈ <(nw+nu)×n, C2 = C ∈ <nw×n, D11 =

[
Inw

0nu×nw

]
∈ <(nw+nu)×nw ,

D12 =

[
0nw×nu

Inu

]
∈ <(nw+nu)×nu , D21 = Inw ∈ <nw×nw , D22 = 0 ∈ <nw×nu
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First, the matrix Dc has to be found out from the following relation

Dc =
(
D†

12D12

)
D0

(
D21D

†
21

)
(3.31)

where, σ̄ (D11 + D12D0D21) < γ. From (3.15), we get γ > 1 (see Remark 3.3) and using

the definition of pseudo inverse, we have

D†
12 =

(
DT

12D12

)−1
DT

12 =
[

0nu×nw Inu

]
, D†

21 =
(
DT

21D21

)−1
DT

21 = Inu .

Now simplifying D11 + D12D0D21, we have

D11 + D12D0D21 =

[
Inw

0nu×nw

]
+

[
0nw×nu

Inu

]
D0 =

[
Inw

D0

]
.

Hence, D0 = 0nu×nw is a valid choice that always satisfies σ̄ (D11 + D12D0D21) < γ and

from (3.31), we have Dc = 0.

The explicit relations for other controller matrices are as follows [35]:

Bc = N−1
p θT

B, Cc = θC

(
MT

p

)−1

Ac = −N−1
p

[
SB2θC + θT

BC2R + SAR + AT +
[

SB1 + θT
BD21 CT

1

]

(−∇−1
)
[

BT
1

C1R + D12θc

]]
(MT

p )−1

where Mp, Np are two invertible matrices and satisfy the relation MpN
T
p = I − RS,

and here, Mp = R and NT
p =

(
R−1 − S

)
have been selected. The ∇ is defined as

∇ :=

[
−γInw DT

11

D11 −γInw×nu

]
∈ <2nw+nu and the unknowns θB and θC are obtained by

solving the following two least-square problems. θx and θy are two variables and the

problems are




0
[

D21 0
]

[
DT

21

0

]
∇




(
θB

θx

)
= −




C2

BT
1 S

C1







0
[

0 DT
12

]
[

0

D12

]
∇




(
θC

θy

)
= −




BT
2

BT
1

C1R








(3.32)



3.5 Controller construction 65

Simplifying the first equation of (3.32), we have

[
D21 0

]
θx = −C2 and

[
DT

21

0

]
θB +∇θx = −

[
BT

1 S

C1

]
. (3.33)

From (3.33) we have,

[
D21 0

]
∇−1

[
DT

21

0

]
θB +

[
D21 0

]
θx = −

[
D21 0

]
∇−1

[
BT

1 S

C1

]

⇒
[

D21 0
]
∇−1

[
DT

21

0

]
θB = C2 −

[
D21 0

]
∇−1

[
BT

1 S

C1

]
. (3.34)

Similarly, simplifying the second equation of (3.32) we get

[
0 DT

12

]
∇−1

[
0

D12

]
θC = BT

2 −
[

0 DT
12

]
∇−1

[
BT

1

C1R

]
. (3.35)

Since ∇−1 =


 γ−1

(
DT

11

(
D11D

T
11 − γ2I

)−1
D11 − Inw

)
DT

11

(
D11D

T
11 − γ2I

)−1

(
D11D

T
11 − γ2I

)−1
D11 γ

(
D11D

T
11 − γ2I

)−1




=




γ
(
1− γ2

)−1
Inw

[ (
1− γ2

)−1 0nw×nu

]
[ (

1− γ2
)−1

Inw

0nu×nw

] [
γ

(
1− γ2

)−1
Inw 0nw×nu

0nu×nw −γ−1Inu

]

 ,

Now considering the left hand side of (3.34), we have

[
D21 0

]
∇−1

[
DT

21

0

]
=

[
Inw 0nw×(nw+nu)

]
∇−1

[
Inw

0(nw+nu)×nw

]

= γ
(
1− γ2

)−1
Inw (3.36)

and right hand side of (3.34)

C2 −
[

D21 0
]
∇−1

[
BT

1 S

C1

]
= C −

[
Inw 0nw×(nw+nu)

]
∇−1




−LT S[
C

0nu

]
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= C −
(
−γ

(
1− γ2

)−1
LT S +

(
1− γ2

)−1
C

)

= γ
(
1− γ2

)−1
LT S +

(
1− (

1− γ2
)−1

)
C

= γ
(
1− γ2

)−1
LT S − γ2

(
1− γ2

)−1
C. (3.37)

Now replacing (3.36) and (3.37) in (3.34), we have

θB = γ−1
(
1− γ2

) [
γ

(
1− γ2

)−1
LT S − γ2

(
1− γ2

)−1
C

]
= LT S − γC. (3.38)

Similarly simplifying (3.35), we have

[
0 DT

12

]
∇−1

[
0

D12

]
=

[
0nu×nu

[
0nu×nw Inu

] ]
∇−1




0nu×nu

0nw×nu

Inu


 = −γ−1Inu

and BT
2 −

[
0 DT

12

]
∇−1

[
BT

1

C1R

]

= λ−1BT −
[

0nu×nu

[
0nu×nw Inu

] ]
∇−1




−LT

[
CR

0

]

 = λ−1BT .

Simplifying (3.35), we have θC = −λ−1γBT . Hence,

Bc = N−1
p θT

B =
(
R−1 − S

)−1 (
LT S − γC

)T

=
[
S

(
S−1R−1 − I

)]−1 (
SL− γCT

)

=
(
S−1R−1 − I

)−1 (
L− γS−1CT

)
, (3.39)

Cc = θC

(
MT

p

)−1
= −λ−1γBT R−1 (3.40)

and Ac = −N−1
p

[
SB2θC + θT

BC2R + SAR + AT +
[

SB1 + θT
BD21 CT

1

]

(−∇−1
)
[

BT
1

C1R + D12θc

]]
(MT

p )−1
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= −N−1
p

[
−λ−2γSBBT +

(
LT S − γC

)T
CR + SAR + AT + CT LT

] (
MT

p

)−1

= − (
R−1 − S

)−1

[
−λ−2γSBBT R−1 +

(
LT S − γC

)T
C + SA + AT R−1 + CT LT R−1

]

= − (
S−1R−1 − I

)−1

[−λ−2γBBT R−1 + LC − γS−1CT C + A + S−1AT R−1 + S−1CT LT R−1
]

(3.41)

Proposition 3.1: If R > 0 and S > 0 are the solutions of LMIs obtained from Theorem

3.2, then the controller K =

[
Ac Bc

Cc 0

]
where, Ac, Bc and Cc are respectively given in

(3.41), (3.39) and (3.40), can be realized in an observer-based structure.

Proof: (3.15) and (3.16) of Theorem 3.2 can be simplified respectively to (3.29) and

(3.30) by changing the variables X̃∞ = γR−1 and Ỹ∞ = γS−1 (see Section 3.4). Now,

replacing R−1 = γ−1X̃∞ and S−1 = γ−1Ỹ∞ in (3.39)-(3.41), we get

Ac =
(
I − γ−2Ỹ∞X̃∞

)−1 [(
A + LC − λ−2BBT X̃∞

)

+
(
γ−2Ỹ∞AT X̃∞ − Ỹ∞CT C + γ−2Ỹ∞CT LT X̃∞

)]

Bc = −
(
I − γ−2Ỹ∞X̃∞

)−1 (
L− Ỹ∞CT

)

Cc = −λ−1BT X̃∞.

Considering respectively the controller state and measured output of the shaped plant

as xc and y, the controller state-space equations become

ẋc =
(
I − γ−2Ỹ∞X̃∞

)−1 {[
(A + LC + λ−1BF ) + (γ−2Ỹ∞AT X̃∞ − Ỹ∞CT C

+γ−2Ỹ∞CT LT X̃∞)
]
xc − (L− Ỹ∞CT )y

}

and u = Fxc,
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where F = −λ−1BT X̃∞. Simplifying the state equation, it becomes

(
I − γ−2Ỹ∞X̃∞

)
ẋc = Axc + λ−1BFxc +

(
L− Ỹ∞CT

)
(Cxc − y)

+ γ−2Ỹ∞ (A + LC)T X̃∞xc. (3.42)

Since, Ỹ∞ satisfies the inequality (3.30)

Ỹ∞ (A + LC)T + (A + LC) Ỹ∞ − Ỹ∞CT CỸ∞ < 0,

there must exists η , η > 0 such that

Ỹ∞ (A + LC)T + (A + LC) Ỹ∞ − Ỹ∞CT CỸ∞ + ηI = 0. (3.43)

From (3.43), Ỹ∞ (A + LC)T = − (A + LC) Ỹ∞ + Ỹ∞CT CỸ∞ − ηI and replacing it in

(3.42),(
I − γ−2Ỹ∞X̃∞

)
ẋc = Axc + λ−1BFxc +

(
L− Ỹ∞CT

)
(Cxc − y)

−γ−2AỸ∞X̃∞xc − γ−2LCỸ∞X̃∞xc + γ−2Ỹ∞CT CỸ∞X̃∞xc − ηγ−2X̃∞xc

= A
(
I − γ−2Ỹ∞X̃∞

)
xc +

(
L− Ỹ∞CT

)(
C

(
I − γ−2Ỹ∞X̃∞

)
xc − y

)

+ λ−1BFxc − ηγ−2X̃∞xc. (3.44)

Now defining
(
I − γ−2Ỹ∞X̃∞

)
xc = xt, (3.44) becomes

ẋt = Axt +
(
L− Ỹ∞CT

)
(Cxt − y) − λ−2BBT X̃∞

(
I − γ−2Ỹ∞X̃∞

)−1
xt

− ηγ−2X̃∞
(
I − γ−2Ỹ∞X̃∞

)−1
xt. (3.45)

Again,

u = Fxc = −λ−1BT X̃∞
(
I − γ−2Ỹ∞X̃∞

)−1
xt = λû (3.46)

where, û = −λ−2BT X̃∞
(
I − γ−2Ỹ∞X̃∞

)−1
xt.

Equations (3.45) and (3.46) have been realized in block-diagram form as shown in Figure

3.3 and these are the equations of an observer-based controller. ¤

In Figure 3.3, the controller block-diagram has been shown. The output of Q block be-
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Figure 3.3: Parametric H∞ loop shaping controller in LMI approach

comes zero when η = 0, and it explores a controller K∞ which has the similar structure

as obtained from state-space Riccati equation based approach [41].

Remark 3.4: In (3.43), a parameter η has been introduced to obtain the equality con-

dition that finally gives the controller state-equation (3.45). Even though the value of η

is very small, the role of η can not be neglected as this equality condition is necessary to

realize the controller in its observer form.

3.6 Numerical example

In this section, a numerical example has been demonstrated to illustrate the proposed

design technique. Here, the linearized mathematical model of longitudinal dynamics of

F-8 aircraft has been considered whose state-space model is as follows [52].
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ẋ =




−0.8 −0.0006 −12 0

0 −0.014 −16.64 −32.2

1 −0.0001 −1.5 0

1 0 0 0




x +




−19 −3

−0.66 −0.5

−0.16 −0.5

0 0




u

y =

[
0 0 0 1

0 0 −1 1

]
x,

where x is the state vector, u is the input vector and y is the output vector. The detail

description of these three vectors can be found in [52] and here, the effect of input

saturation is not taken into account. For controller synthesis, the post-compensator is

taken as an identity matrix with proper dimension. Since, the plant is open loop stable

and minimum phase system, there is no such restriction on closed-loop bandwidth which

is a major consideration for pre-compensator selection. In this example, the specified

design goals are as follows: the steady state error should not exceed ±2% for step input

commands and closed-loop stability should be guaranteed. To satisfy these requirements

a pre-compensator

W1 =

[
10(s+0.3)

s(s+8) 0

0 20(s+1.5)
s(s+1)

]

has been selected and the corresponding robust stability margin for the shaped plant is

obtained as 0.398 ( i.e.,γ= 2.511) by solving the optimization problem of Theorem 3.2

subject to minimize the γ. This indicates that the closed-loop stability is ensured upto

39.8% perturbation of the normalized coprime factors of the shaped plant.

Iterative algorithm of [41] Using LMI approach
Initial guess (µ0) γopt λ γopt

10 1.8748 0.3544 1.8758
5 2.003 0.4635 2.004
1 2.2856 0.7435 2.2875

0.5 2.3742 0.8417 2.3763
0 Can not be found 1 2.5111

-0.5 2.7683 1.330 2.7697
-0.9 3.695 2.4550 3.6985

Table 3.1: γopt for different values of λ

Table 3.1 shows the optimal values of γ for different λs and these results are compa-
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Figure 3.4: a: λ = 1.0, b: λ = 0.8417, C1a and C1b for channel-1 output,
C2a and C2b for channel-2 output with unit step command inputs in both the
channels

rable for both the methods. For the iterative method of [41], an initial guess(µ0) is set

to calculate γopt. However, it has been observed that this algorithm does not work when

µ0 ≤ −1, and a definite guideline is needed which is not addressed in [41]. Moreover

from sequential steps of this algorithm one can not obtain γopt for a fixed value of λ.

Here the reverse order is followed; first γopt is calculated and then, the corresponding

λ is found out which is not in general practical. Meanwhile it is important to note

that, although the McFarlane-Glover method is a special case of parametric H∞ loop

shaping control, the iterative algorithm of [41] does not work when λ = 1. However, the

proposed LMI technique is applicable for any choice of λ and subsequently computes

the corresponding γopt.

The output responses for unit step command in both the channels have been shown

in Figure 3.4. For two different values of λ, the parametric H∞ loop shaping controllers

have been designed and their corresponding performances are demonstrated. When

λ = 1, the controller is similar to McFarlane-Glover H∞ loop shaping controller, whereas

at λ = 0.8417, larger robust stability margin is obtained. Similarly, the controller can

also be designed for other values of λ as mentioned in Table 3.1 for which the larger

robust stability margin will be obtained.
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3.7 Conclusions

In this chapter, the design of parametric H∞ loop shaping controller has been refor-

mulated in LMI framework and a new set of solvability conditions is established for

the existence of such controller. Further, a correspondence is drawn with [41] and it is

shown that, the proposed technique can also impart an observer based structure of the

controller. In numerical example, the drawbacks of the method given in [41] have been

discussed and subsequently, the advantages of the proposed technique are pointed out.

Interestingly, if we change the value of λ, different γ’s are obtained which are related to

performance and stability of the closed-loop system. More specifically, the parameter λ

affects the bases of null-spaces for the generalized plant and subsequently the stabilizing

solution of H∞ controller that in turn affects performance and stability of the closed-loop

system. In order to have more degrees of freedom in design, the proposed parametric

H∞ loop shaping control problem can be investigated in matrix variable form instead of

a free parameter λ. It may be noted that the design of McFarlane-Glover H∞ loop shap-

ing controller is the special case of parametric H∞ loop-shaping control problem when

the value of free parameter λ is assigned to 1. It appears that the proposed technique

will provide a foundation in understanding the solution of parametric H∞ loop shaping

control problem based on LMI framework.



C H A P T E R 4

Static H∞ loop shaping control

In preceding chapter, the parametric H∞ loop shaping control problem has been formu-

lated in LMI framework and it depicts the same structure of McFarlane-Glover method

when the parameter is set to 1. In this technique, the designed controller is with the

same order of the shaped plant. Normally this order is high and the controller is known

as full order (FO) H∞ loop shaping controller. In the present chapter, an attempt has

been made to develop an alternate but a simple methodology for designing a static out-

put feedback H∞ loop shaping controller that effectively yields a lower order controller

design method. For the existence of static H∞ loop shaping controller, a set of sufficient

conditions has been derived from four-block H∞ synthesis framework. These conditions

are formulated in LMI form, and are different from those obtained in [74-76] using the

normalized coprime factorization approach.

4.1 Introduction

In principle, the requirements for achieving the good robust stability margin, distur-

bance attenuation, reference command signal tracking and measurement noise rejection

can be handled directly by introducing the weighting functions and converting the prob-

lem into a H∞ optimization problem (discussed in Chapter 2). The H∞ loop shaping

method is conceptually a simple yet powerful design technique in frequency domain for
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robust control of multivariable system against perturbations. In this method, the nom-

inal plant is cascaded with appropriately chosen weights so that the frequency response

of the weighted open-loop system is reshaped in order to meet closed-loop performance

requirements. Based on this shaped plant, a robust controller is synthesized either in the

normalized coprime factor form or in its equivalent four-block H∞ framework [64, 65]

(discussed in Chapter 2). The former approach, though more general for considering

unstructured uncertainty, may not be always straightforward for controller design while

the presence of input saturation is considered in the plant. Whereas the four-block

framework in this case may provide a suitable methodology for robust controller design.

Moreover, the later approach provides a sequence of design steps when the pole place-

ment constraint is imposed in the synthesis problem [19]. As a result, there is a need

for extending the existing results based on coprime factorization approach to those in

general four-block H∞ framework.

From the implementation point of view, it is quite disadvantageous as the order of

the H∞ controller is generally high and it depends on the order of the compensated plant

[65]. Several researchers have shown keen interest to design lower order H∞ controller

without sacrificing the stability margin and performance robustness of the system [16],

[65]. In this context, a novel method for designing a static output feedback H∞ loop

shaping controller with high performance has been reported in control system literatures

[74-76]. Exploiting the normalized coprime description of the plant, sufficient conditions

have been given for the existence of a static controller. These conditions are in LMI

form, and easy for implementation to obtain a tractable controller.

The objective of the present chapter is to develop a suitable method for designing a

static H∞ loop shaping output feedback controller in four-block H∞ framework. In true

sense, mere replacement of the generalized plant for four-block H∞ framework in [76]

can not give directly the linear sufficient conditions for the existence of static controller,

and some extra effort is needed to reformulate the constraints in LMI form. This has

been done by introducing an additional matrix obtained from the stabilizing solution of

a Riccati equation. The method proposed in this chapter provides an alternate but a

simple approach for designing static H∞ loop shaping controller utilizing a set of coupled

matrix inequality conditions.

The rest of the chapter is organized as follows. In Section 4.2, some preliminary

results have been discussed. An alternate design technique for static H∞ loop shaping

controller and solvability conditions are presented in Section 4.3. To show the effective-

ness of the proposed method two numerical examples have been illustrated in Section
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4.4. In Section 4.5, a case study on load frequency control of interconnected power sys-

tem has been carried out to illustrate the design procedure of static H∞ loop shaping

controller.

4.2 Preliminary results

We consider the state-space realization of the compensated plant GS =

[
A B

C 0

]
,

where (A, B,C) is stabilizable and detectable, and A ∈ <n×n, B ∈ <n×nu and C ∈
<ny×n. For simplicity, GS is considered as a strictly proper shaped plant and D 6= 0

does not give any extra insight to the present work. Based on the compensated or

shaped plant GS , a stabilizing full order (FO) controller is synthesized by following the

design procedure given in Section 2.2 of Chapter 2. For completeness of this chapter, we

again describe briefly the state-space formulation of H∞ loop shaping control problem

that has already been presented in previous chapter.

Let, the normalized left coprime factorization of GS is described as M−1N, where

the state-space realization of M, N is

[
N M

]
=

[
A + LC B L

C 0 I

]
(4.1)

where, L = −Y CT is an observer gain matrix and Y is the symmetric positive semi-

definite stabilizing solution of the algebraic Riccati equation:

AY + Y AT − Y CT CY + BBT = 0. (4.2)

In normalized coprime factor robust stabilization framework, the uncertainties are pre-

sented as perturbations of M and N, and the stabilizing static controller1 Ks is synthe-

sized by satisfying

inf
Ks stabilizing

∥∥∥∥∥

[
Ks

I

]
(I −GSKs)

−1 M−1

∥∥∥∥∥
∞
≤ 1

εmax
= γopt ≤ γ (4.3)

where, εmax is the maximum achievable robust stability margin and the shaped plant

GS is formed combining the nominal system and weighting TFM [65]. The weighting

1In order to indicate the static controller, suffix ’s’ has been used whereas in full order case (dynamic
controller), it is denoted as ∞.
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matrices are chosen such that GS contains no hidden unstable modes to ensure the in-

ternal stability of the closed-loop system. The sufficient conditions for the existence of

static H∞ loop shaping output feedback controller for the normalized coprime factor

robust stabilization problem have been stated in the following theorem [76].

Theorem 4.1 [76]: There is a static controller Ks such that (4.3) is satisfied, if γ > 1

and there exists a symmetric positive definite matrix R such that

(A + LC) R + R (A + LC)T < 0 (4.4)




AR + RAT − γBBT RCT −L

CR −γI I

−LT I −γI


 < 0 (4.5)

are satisfied where L is defined as in (4.1) and (4.2).

The proof of this theorem can be found in [76]. These conditions are numerically

tractable as these are deduced in LMI form. Now, related to the static controller we

also state some important results which are required to establish the main results of this

chapter.

Lemma 4.1 [74]: With the stabilizable and detectable realization of a plant GS =[
A B

C 0

]
, there exists a static output feedback controller, if and only if, the following

inequalities are satisfied:

AR + RAT − σBBT < 0

AR + RAT − σRCT CR < 0

}
(4.6)

where R = RT > 0 and σ > 0.

Apart from this, the necessary and sufficient conditions for the existence of static

output feedback controller that satisfies the performance bound, will be presented in

the following theorem to describe the H∞ synthesis problem.
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Theorem 4.2 [14]: If the state-space realization of a generalized plant is

Pg =




A B1 B2

C1 D11 D12

C2 D21 0




where (A,B2, C2) is stabilizable and detectable, there exists a static output feedback H∞
controller such that ‖Tzw‖∞ ≤ γ , if and only if, the following inequalities are satisfied

for R = RT > 0, S = ST > 0 and γ > 0 :

[
NR 0

0 I

]T




AR + RAT RCT
1 B1

C1R −γI D11

BT
1 DT

11 −γI




[
NR 0

0 I

]
< 0 (4.7)

[
NS 0

0 I

]T




AT S + SA SB1 CT
1

BT
1 S −γI DT

11

C1 D11 −γI




[
NS 0

0 I

]
< 0 (4.8)

R = S−1 (4.9)

where, NR, NS denote the bases of the null spaces of
[

BT
2 DT

12

]
and

[
C2 D21

]

respectively. Note that, Tzw is the transfer function matrix from w to z where these are

respectively the exogenous and objective signal vectors.

4.3 Alternative method for static H∞ loop shaping con-

troller design

In normalized left coprime factorization framework, as MM∗+NN∗ = I and
∥∥∥
[

N M
]∥∥∥
∞

= 1, the following expression can be seen in [65] (also see in Chapter 2) from where the

equivalent relationship between the two frameworks of H∞ loop shaping control is es-

tablished.

‖Tzw‖∞ =

∥∥∥∥∥

[
Ks

I

]
(I −GSKs)

−1 M−1

∥∥∥∥∥
∞

=

∥∥∥∥∥

[
Ks

I

]
(I −GSKs)

−1 M−1
[

N M
]∥∥∥∥∥
∞
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=

∥∥∥∥∥

[
Ks

I

]
(I −GSKs)

−1
[

GS I
]∥∥∥∥∥
∞

Now (4.3) can be restated as, find a stabilizing controller Ks such that

‖Tzw‖∞ = inf
Ks stabilizing

∥∥∥∥∥

[
Ks

I

]
(I −GSKs)

−1
[

GS I
]∥∥∥∥∥
∞
≤ 1

εmax
≤ γ (4.10)

is satisfied. It may be observed in (4.10), the transfer function matrix whose∞-norm has

to be minimized, has four blocks transfer functions from two exogenous signal vectors

to two objective signal vectors that explores the four-block synthesis problem related to

H∞ loop shaping control (shown in Figure 4.1).

W G

G

K

z zw w1 21 2
s

+

+

+

+

S

Figure 4.1: Four-block synthesis framework for static H∞ loop shaping control

In the following subsection, parallel to Theorem 4.1, a new set of sufficient conditions

for the existence of static H∞ loop shaping controller has to be established from four-

block H∞ synthesis framework.

4.3.1 Solvability conditions

Theorem 4.3: There exists a static H∞ loop shaping controller Ks for the system GS

such that (4.10) is satisfied, if β > 1, P = P T > 0 and the following inequalities hold:

[
AP + PAT − βBBT PCT

CP −βI

]
< 0, (4.11)

[
AP + PAT + Y CT CY − Y CT CP − PCT CY B

BT −I

]
< 0 (4.12)

where, Y is the symmetric positive semi-definite solution of (4.2) and β =
(
γ2 − 1

)
.
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Proof: These sufficient conditions are derived in the four-block H∞ synthesis frame-

work. Since the coprime factors are normalized, (4.10) is equivalent to (4.3) and we need

the generalized plant for the four-block structure

([
w2

w1

]
to

[
z2

z1

])
, as shown in Fig-

ure 4.1, based on which the robust stabilization problem is solved.

In Figure 4.1, in order to shape the open-loop plant, the pre-compensator is selected

as W and the post-compensator is taken as an identity matrix with proper dimension.

Considering the state-space minimal realization of GS as earlier, the generalized plant

becomes

PGS =




A 0 B B

C I 0 0

0 0 0 I

C I 0 0




(4.13)

Comparing (4.13) with Theorem 4.2, we have A = A, B1 =
[

0 B
]
, B2 = B, C1 =[

C

0

]
, D11 =

[
I 0

0 0

]
, D12 =

[
0

I

]
, C2 = C and D21 =

[
I 0

]
. If the bases

of the null spaces of
[

BT
2 DT

12

]
=

[
BT 0 I

]
and

[
C2 D21

]
=

[
C I 0

]

are taken as NR =




I 0

0 I

−BT 0


 and NS =



−I 0

C 0

0 I


 respectively, applying Theorem

4.2, the necessary and sufficient conditions for the existence of static H∞ loop shaping

controller are obtained as follows. The static H∞ controller Ks exists, if and only if, the

following inequalities hold




AR + RAT − γBBT RCT 0 B

CR −γI I 0

0 I −γI 0

BT 0 0 −γI




< 0 (4.14)

[
AT S + SA− γCT C −SB

−BT S −γI

]
< 0, (4.15)

R = S−1 (4.16)

with R > 0, S > 0 and γ > 1.

Here, (4.14) and (4.15) are the two LMI constraints with the variables R and R−1
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respectively. To avoid inversion of the variable, the following steps are carried out

where the constraints are presented in LMI form with a new variable. Using Schur

complement form in (4.14), after some algebraic simplifications, we have

[
AP + PAT − βBBT PCT

CP −βI

]
< 0 (4.17)

where P = γR and β =
(
γ2 − 1

)
. Note that β is a positive number as γ > 1. Further,

using Schur complement form in (4.15), one can rewrite (4.15) as

AT S + SA− γCCT + γ−1SBBT S < 0. (4.18)

Pre and post-multiplying (4.18) by S−1 and using (4.16), we have

PAT + AP − PCT CP + BBT < 0. (4.19)

Since β > 0, (4.17) fulfills the first constraint of (4.6) but its second can not be always

satisfied by (4.19). To establish the second constraint of (4.6), one can rewrite (4.19) as

PAT + AP − βPCT CP + (β − 1)PCT CP + BBT < 0

⇒ PAT + AP − βPCT CP < (1− β)PCT CP −BBT . (4.20)

It may be noted that (4.20) is achieved from (4.19) and they are equivalent to each

other. For β > 1, PAT + AP − βPCT CP < 0 is always satisfied; hence, the second

condition of (4.6) holds for the existence of static controller.

Note that the two inequalities (4.17) and (4.19) are involved with a variable P instead

of R and R−1 but (4.19) is not in LMI form due to the products of same variable. To

obtain the linear inequality condition, we introduce a matrix Y that is a stabilizing

solution of (4.2) which, in turn, results the matrix
(
A− Y CT C

)
is stable. Now, for all

P, (Y − P )T CT C (Y − P ) ≥ 0 that implies

− PCT CP ≤ Y CT CY − Y CT CP − PCT CY. (4.21)

Using (4.19) and (4.21), if

PAT + AP + Y CT CY − Y CT CP − PCT CY + BBT < 0 (4.22)
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is satisfied, (4.19) also will obviously be satisfied. Again from (4.2), BBT = −AY −
Y AT + Y CT CY and replacing it in (4.22), we get

(P − Y )
(
A− Y CT C

)T
+

(
A− Y CT C

)
(P − Y ) < 0. (4.23)

The solution of the above Lyapunov matrix inequality (P − Y ) = (P − Y )T > 0 exists

as
(
A− Y CT C

)
is Hurwitz. In (4.22), the unknown matrix is P and it is an LMI

constraint. Using the Schur complement form, (4.22) can be rewritten as

(
AP + PAT + Y CT CY − Y CT CP − PCT CY B

BT −I

)
< 0

hence, (4.12) is established. ¤

Remark 4.1: From (4.20) it is clear that, we may have the feasible solution P with

0 < β < 1, i.e., even though there exists the static controller it can not be obtained by

using Theorem 4.3.

Remark 4.2: For the stable shaped plant, another set of sufficient conditions for the

existence of static H∞ loop shaping controller can also be obtained. If β > 0 and there

exists a feasible solution P = P T > 0 such that (4.11) and PAT + AP + BBT < 0 are

satisfied, then, there exists static H∞ loop shaping controller that satisfies (4.10).

4.3.2 Controller reconstruction

In Theorem 4.3, the positive definite matrix P is obtained by solving the following

optimization problem.

Minimize β

Subject to (4.11), (4.12) and β > 1 (4.24)

From β = γ2 − 1, the maximum robust stability margin
(

1
γ

)
is calculated and since

P = γR, R is easily obtained. Here, P and β are the LMI variables which are involved

with
(

n(n+1)
2 + 1

)
number of decision variables. Compared to [75]-[76], the numbers of

LMI variables as well as decision variables are same with the proposed method. In this

framework, the designed control law is u = Ksy and from (4.13), the closed-loop system
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between w to z becomes

Tzw =

[
Acl Bcl

Ccl Dcl

]

where Acl = A + BKsC, Bcl =
[

BKs B
]
, Ccl =

[
C

KsC

]
and Dcl =

[
I 0

Ks 0

]
.

Now using bounded real lemma, the closed-loop system is stable and ‖Tzw‖∞ ≤ γ, if

and only if, R = RT > 0 such that




AclR + RAT
cl RCT

cl Bcl

CclR −γI Dcl

BT
cl DT

cl −γI


 < 0. (4.25)

Replacing closed-loop matrices in (4.25), we have




AR + RAT + BKsCR + RCT KT
s BT RCT RCT KT

s BKs B

CR −γI 0 I 0

KsCR 0 −γI Ks 0

KT
s BT I KT

s −γI 0

BT 0 0 0 −γI




< 0. (4.26)

Now, (4.26) can be written in the following form

Ψ + ϕKsΦ + ΦT KT
s ϕT < 0 (4.27)

where,

Ψ =




AR + RAT RCT 0 0 B

CR −γI 0 I 0

0 0 −γI 0 0

0 I 0 −γI 0

BT 0 0 0 −γI




, ϕ =




B

0

I

0

0




, Φ =




RCT

0

0

I

0




T

.

The LMI (4.27) can be solved by using MATLAB LMI toolbox and subsequently the

corresponding controller Ks is then found out. Finally, combining weight with the static

controller Ks, as shown in Figure 4.1, the H∞ loop shaping controller WKs is obtained

whose order is equal to the order of W . The design steps are illustrated below.
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4.3.3 Design steps

1. Select pre and/or post-compensator(s) to meet closed-loop design specifications.

2. Realize the shaped plant in state-space form. Solve the optimization problem

(4.24) and find P and β.

3. From β, find γ using the relation γ =
√

1 + β. Then R = γ−1P.

4. Solve controller LMI (4.27) to obtain the static controller Ks.

5. The final H∞ loop shaping controller is obtained as W1KsW2 where W1 and W2

are respectively the pre and post-compensator.

4.4 Numerical examples

Example 1[75]: The state-space realization of the shaped plant is

A =




−0.0366 0.0271 0.0188 −0.4555

0.0482 −1.01 0.0024 −4.0208

0.1002 0.3681 −0.707 1.42

0 0 1 0




, B =




−0.4422 0.1676

3.5446 −7.5922

−5.52 4.49

0 0




, C =




0

1

0

0




T

Applying Theorems 4.1 and 4.3, we obtain respectively γ = 2.770 and 2.773. To find

these optimal values, the ‘mincx’ command of LMI toolbox has been used [37]. In

‘mincx’, the optimal value is found out by an iterative method and the numbers of iter-

ations are respectively 15 and 12, and subsequently the designed static controller gains

are [ −1.433 2.1477 ]T and [ −1.4274 2.1493 ]T .

Example 2 [112]: A transfer function model of VAR compensator has been taken

into account to show the effectiveness of the proposed method. The nominal plant

model is

G(s) =
1

(s + 0.2124)(s2 + 0.2492s + 12.55)
×

[
0.2307s(s + 33.56) −3.2226(s2 + 0.0934s + 7.944)

−27.556(s + 0.2308) 3.5807(s + 1.723)(s− 1.261)

]

In [112], a full order (FO) H∞ loop shaping controller has been designed and we consider
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the same pre-compensator W = diag
(

a(s+0.2)
s , b(s+0.2)

s

)
for designing static H∞ loop

shaping controller. For different values of a and b, the following results have been

obtained.

In this example, with minimal realization of the shaped plant the order is 7 and the

pre-compensator is with order 2. Hence, the designed full order and static controller

(WKs) have respectively the orders 7 and 2. In Theorem 4.1, the number of iterations

is more compared to that of Theorem 4.3 and robust stability margins (γ) are almost

same in both the methods. In Figures 4.2-4.5, the simulation results have been shown for

a=0.1, b=0.2. The full order controller gives better performance, whereas the responses

for static controllers which are obtained from Theorems 4.1 and 4.3 are overlapped.

a, b γ Iteration Ks

Th4.1 Th4.3 FO Th4.1 Th4.3 Th4.1 Th4.3

a=0.1, b=0.2 2.3572 2.3569 1.4723 28 23

�
0.2491 0.713
1.5807 −1.2855

� �
0.2561 0.7103
1.614 −1.3067

�

a=0.1, b=0.3 2.2355 2.2347 1.5406 25 22

�
0.1252 0.8064
1.5005 −1.196

� �
0.1262 0.8061
1.507 −1.2005

�

a=0.3, b=0.5 2.3477 2.3476 1.7093 26 22

�
0.0687 0.8995
1.0965 −1.4062

� �
0.0694 0.8998
1.098 −1.4084

�

Table 4.1: Results of example 2
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Figure 4.3: Output at channel-2 due to unit step change in channel-1(for a=0.1,
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Figure 4.5: Control effort at channel-2 (for a=0.1, b=0.2)

4.5 Case study: Load frequency control of inter-connected

power system

In this section, the load frequency control problem of power system has been studied.

For this system, a static H∞ loop controller is designed to ensure robustness of the

closed-loop system. The design is challenging as the system has structured uncertainty.

In simulation study, a simplified model of two-area interconnected power system has

been considered and in the following, a brief overview has been given for load frequency

control problem.

In power system, keeping the frequency within acceptable bounds requires to con-

tinuously maintain a balance between power generation and demand in presence of

some uncertainties and disturbances of the system. This security action is performed

by the load frequency control of power system that results output variations to gener-

ating units, through operation of speed governor, automatic generation control (AGC)

and also through collective decisions of operators. The main objective is to regulate

the output power of each generating unit at prescribed levels while keeping the fre-

quency fluctuations within pre-specified limits. In an interconnected power system, due

to change in load demand the frequency deviation occurs which has an adverse effect on

both the consumer and supply side and it is also cause for the fluctuation of power flow

in tie-lines. To suppress these effects, a closed-loop control scheme is required. Towards

this objective, in last few decades several methods have been proposed based on some
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classical and modern techniques [2, 15, 29, 32, 58, 85, 89]. Usually, the load frequency

controllers are lower order classical Proportional and Integral (PI) type and, are tuned

online by trial-error methods. These techniques usually do not consider the effects of

uncertainty and disturbances of the system. Recently, some robust and adaptive control

schemes have been developed to deal with parameter variation as well as to improve the

performance of interconnected power systems [12, 13, 77]. In this direction, H∞ control

becomes a popular design technique that optimally achieves the robust performance and

stability of the inter-connected power system in presence of parametric uncertainty. It

gives higher order controller which is a drawback of this method. This order is same with

the order of augmented plant and it is usually high due to presence of design weights.

The implementation of higher order controllers will lead to high cost, poor reliability

and potential problems in realization. In [12], a different technique has been proposed

to design a lower order load frequency controller with PI structure using LMI approach.

Interestingly, the lower order H∞ loop shaping controller proposed in this chapter is free

from these drawbacks. In power systems, the design techniques described in [64, 65] have

already been applied for robust controller synthesis and relevant to this, some research

works can also be found in the literatures [31, 62, 115].

In this section, the LFC problem has been studied leading to two major contributions:

the application static (lower order) H∞ loop shaping controller to LFC problem and

guaranteeing stability in presence of parametric uncertainty of the system using real

structured singular value (µ) analysis. For simulation study, a two-area interconnected

power system model has been adopted. The performance of the proposed designed

controller has also been compared with the full order H∞ loop shaping controller. To

analyze stability with respect to parametric uncertainty of the system, the mathematical

model is simplified to a standard LFT structure. Then, the real µ-analysis has been

carried out to ensure the robust stability of the system.

4.5.1 Modeling of two-area interconnected power system

We have considered a two-area interconnected power steam plants [29, 77] whose model

in state-space form can be described as

ẋ(t) = Amx(t) + Bmu(t) + Γmp(t)

y(t) = Cmx(t) + d(t)

}
(4.28)
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where, x(t), u(t), p(t), d(t) are respectively the state vector, control vector, the step

change in load demand and disturbances at the output with proper dimensions. The

state vector is x =
[

∆f1 ∆Pg1 ∆Xg1 ∆Ptie ∆f2 ∆Pg2 ∆Xg2

]T
, where ∆fi is

the frequency deviation, the turbine-generator output is ∆Pgi and ∆Xgi is the gov-

ernor output for i = 1, 2. The tie-line power of the system is ∆Ptie. The outputs

y1 = ∆ACE1 = ∆f1 + ∆Ptie and y2 = ∆ACE2 = ∆f2 − ∆Ptie are known as area

control errors. The load demand and disturbance vectors have been considered as

p =
[

∆Pd1 ∆Pd2

]T
and d =

[
d1 d2

]T
respectively. Now, the system matrices

for the two-area interconnected power system are given as below [29].

Am =




− 1
TP1

KP1
TP1

0 −KP1
TP1

0 0 0

0 − 1
TT1

1
TT1

0 0 0 0

− 1
R1TG1

0 − 1
TG1

0 0 0 0

T12 0 0 0 −T12 0 0

0 0 0 KP2
TP2

− 1
TP2

KP2
TP2

0

0 0 0 0 0 − 1
TT2

1
TT2

0 0 0 0 − 1
R2TG2

0 − 1
TG2




Bm =

[
0 0 1

TG1
0 0 0 0

0 0 0 0 0 0 1
TG2

]T

,Γm =

[
−KP1

TP1
0 0 0 0 0 0

0 0 0 0 −KP2
TP2

0 0

]T

.

T 0
G T 0

12 T 0
T T 0

P K0
P R0 K0

E

(sec) (p.u.) (sec) (sec) (Hz/p.u. MW) (Hz/p.u. MW) (p.u./Hz MW)
0.080 0.545 0.3 20 120 2.4 0.425

Table 4.2: Nominal values of the parameters of two-area interconnected power
system

In Table 4.2 the nominal values of the plant parameters have been given as described

in [29]. The nominal values are same for both the areas, as for example, T 0
P = T 0

P1 =

T 0
P2 = 20sec. Assuming the parameter variation around the normalized value of KE is

equal to zero, the ranges of the other system parameters are considered as follows:

0.04 ≤ 1
TP

≤ 0.06, 4.8 ≤ KP

TP
≤ 7.2, 2.664 ≤ 1

TT
≤ 3.996,
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4.1666 ≤ 1
RTG

≤ 6.25, 10 ≤ 1
TG

≤ 15.

That is, ±20% perturbation with respect to the nominal values of the parameters has

been considered.

4.5.2 State-space parametric uncertainty

In state-space model it has been observed that, there are five ratio variables from where

the uncertainty originates in the system. To capture all these distributed uncertain

parameters in a single block ∆, the following steps have been carried out.

The nominal state-space matrices of the system are defined as A0, B0, Γ0 and C0.

Now, corresponding to varying ratios 1
TP

, KP
TP

, 1
TT

, 1
RTG

and 1
TG

, the following five real

parameters δ1, δ2, δ3, δ4 and δ5 have been considered and the state-space model (4.28)

can be represented as

ẋ(t) =
(
A0 +

∑5
i=1 δiAi

)
x(t) + (B0 + δ3B3)u(t) + (Γ0 + δ2Γ2)p(t)

y(t) = C0x(t) + d(t)



 (4.29)

where, δi ∈
[
−1 1

]
, i = 1, . . . , 5. Here, ±20% perturbation is considered and it

yields, the nominal values of varying ratios in Ai, i = 1, . . . , 5, B3 and Γ2 should be

multiplied with 0.2 to keep all the five real parameters in the range -1 to +1. Now, from

the state-space matrices Am, Bm and Γm, we have

A1 =




− 1
5T 0

P1
0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 − 1
5T 0

P2
0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0




,

B3 =


 0 0 1

5T 0
G1

0 0 0 0

0 0 0 0 0 0 1
5T 0

G2




T

,Γ2 =


 − K0

P1

5T 0
P1

0 0 0 0 0 0

0 0 0 0 − K0
P2

5T 0
P2

0 0




T

,

and A2, A3, A4, A5 easily can be found as we obtain A1. Now, the state equation of
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(4.29) can be written as follows:

ẋ(t) = (A0x(t) + B0u(t) + Γ0p(t)) + U∆(Āx(t) + B̄u(t) + Γ̄p(t))

where, U =
[

I7 I7 I7 I7 I7 I7 I7

]
, Ā =

[
AT

1 AT
2 0 AT

3 0 AT
4 AT

5

]T
,

B̄ =
[

0 0 0 0 BT
3 0 0

]T
, Γ̄ =

[
0 0 ΓT

2 0 0 0 0
]T

and the uncertainty

block ∆ = diag( δ1I7, δ2I14, δ3I14, δ4I7, δ5I7 ). With this uncertainty description,

the two-area interconnected power system can be represented by a block-diagram as

shown in Figure 4.6. Here, KL = WKs =

[
AkL BkL

CkL 0

]
is the H∞ loop shaping

++
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+

+
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Figure 4.6: Block-diagram for two-area interconnected power system

controller that has to be designed using the method described in preceding section. To

ensure robust stability against structured uncertainty of the two-area interconnected

power system, the state-space model is represented as shown in Figure 4.6. Here, the

parameters of the system that structurally vary within a given range, have been taken

out and accumulated in a single block. This block, ∆ is structured and essentially

indicates the uncertainty of the system and simplifies the framework for robust stability

analysis of the closed-loop system. Towards this notion, for the designed controller KL
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the real µ-analysis has been carried out and the block-diagram is simplified as shown

in Figure 4.7. There an interconnected transfer function matrix Mµ is formed with

∆

M

w z

µ

Figure 4.7: µ analysis for robust stabilization

respect to the uncertainty set ∆ and for this framework, the structured singular value

µ is defined as

µ(Mµ) =
1

min∆∈S {σ̄(∆) : det(I −Mµ∆) = 0}

where, S is the set of allowable perturbations. Now, as δi ∈
[
−1 1

]
, the supω∈R

µ(Mµ(jω)) < 1 ensures the robust stability of the closed-loop two-area interconnected

power system for ±20% perturbations of the nominal values.

4.5.3 Controller design and simulation results

From Table 4.2, we have the nominal system matrices for the two-area interconnected

power system as follows.

A0 =




−0.05 6.0 0 −6.0 0 0 0

0 −3.33 3.33 0 0 0 0

−5.2083 0 −12.5 0 0 0 0

0.545 0 0 0 −0.545 0 0

0 0 0 6.0 −0.05 6.0 0

0 0 0 0 0 −3.33 3.33

0 0 0 0 −5.2083 0 −12.5




B0 =

[
0 0 12.5 0 0 0 0

0 0 0 0 0 0 12.5

]T

, Γ0 =

[
−6.0 0 0 0 0 0 0

0 0 0 0 −6.0 0 0

]T
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C0 =

[
1 0 0 1 0 0 0

0 0 0 −1 1 0 0

]

To suppress the effects of change in load demand on frequency deviation and area con-

trol error, a pre-compensator is selected to shape the singular values of the open-loop

plant. Post-compensator is taken as an identity matrix with proper dimension. The

pre-compensator contains a pole at origin to make the steady state error zero as well

as to attenuate the effect of disturbances at the output of the system. In the design

procedure the pre-compensator is selected as

1.4(s + 0.5)
s(s + 1)

I2.

The singular values of the shaped and nominal plant have been shown in Figure 4.8.
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Figure 4.8: Singular values of the shaped and nominal plant

From this shaped plant, the robust stability margin has been calculated. For full order

controller γ = 2.1466 and in lower order case (static controller case), it is obtained

4.7226. Hence, the lower order controller ensures less robust stability margin compared

to full order controller.

In Figures 4.9-4.12, the performance of the controllers has been studied. With 10%

change in load demand, the frequency deviation and area control error in both the
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Figure 4.9: Area control error in area-1 due to 10% change in load demand in
area-1, a: full order controller b: lower order controller
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Figure 4.10: Area control error in area-2 due to 10% change in load demand in
area-1, a: full order controller b: lower order controller

areas have been shown. The full order controller gives better performance compared

to lower order controller. In case of lower order controller, there is more oscillation in
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the transient part leading to more peak overshoot and settling time of the system. The

designed static controller is

Ks =

[
−0.2394 −0.0235

−0.0222 −0.2396

]
.

Finally, the static H∞ loop shaping controller is obtained by combining the pre-compensator

with Ks. Due to slowly varying load demand in area 1, the area control error in the

same area has been shown in Figure 4.13 and both the controllers give satisfactory

performance.

0 5 10 15 20 25 30
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

Time(sec)

F
re

q
u

e
n

cy
 d

e
vi

a
tio

n

a 

b 

Figure 4.11: Frequency deviation in area-1 due to 10% change in load demand
in area-1, a: full order controller, b: lower order controller

Now, we analyze the robust stability of the system in face of ±20% perturbation of

the parameters. As the H∞ loop shaping controller is designed based on unstructured

normalized coprime factor uncertainty description, the controller can not ensure the

closed-loop stability in presence of parametric uncertainty of the system. Here, the real

µ-analysis has been performed to show stability of the system. In all frequencies, if the

structured singular value (µ ) of Mµ (see Figure 4.7) becomes less than one, it ensures

robust stability of the system within specified (±20%) parameter variation. In Figure

4.14, the µ plot for both the controllers has been shown that indicates, the full order

controller can take more perturbation than the lower order controller.
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Figure 4.12: Frequency deviation in area-2 due to 10% change in load demand
in area-1, a: full order controller, b: lower order controller
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Figure 4.13: Area control error in area-1 due to 0.1(1+sin0.001t)% change in
load demand in area-1, a: full order controller, b: lower order controller
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Figure 4.14: µ plot for robust stability, a: full order controller, b: lower order
controller

4.6 Conclusions

In this chapter, a new set of sufficient conditions for the existence of static H∞ loop

shaping controller has been proposed. The results are obtained in four-block H∞ synthe-

sis framework which is equivalent to the normalized coprime factor robust stabilization

problem. This result has been compared with [76] and from the present work, it is

obvious that the minimum achievable γ can not be less than equal to 1.414 (since,

β > 1, γ =
√

1 + β). The work is numerically attractive as the constraints are posed in

LMI form that can be solved efficiently with standard MATLAB LMI solvers [37]. In

Remark 4.2, a different set of sufficient conditions for the existence of static H∞ loop

shaping controller has also been derived for the stable shaped plant. The effectiveness

of the proposed method has been elucidated through two numerical examples. Also

note that, the proposed method may provide an alternative but a simple platform for

designing the static output feedback H∞ loop shaping controller for the LTI plant which

is subject to input saturation as well as for the problem with pole placement constraint.

In Section 4.5, the proposed method has been applied to load frequency control

problem of inter-connected power system to verify the efficacy of the proposed control

algorithm. The robustness of the system is ensured against the load disturbances and

parametric uncertainty of the system. To this objective, the real µ-analysis has been
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performed to study the stability of the plant with structured model uncertainty. The

performance of static H∞ loop shaping controller has been compared with the full-order

H∞ loop shaping controller. It has been observed that the system with full order H∞
controller can withstand more structured perturbation than the static (lower order) H∞
loop shaping controller.





C H A P T E R 5

Local stabilization with bounded

control inputs via H∞ loop

shaping approach

So far, the constraint on control input is not yet considered in the design problems.

In practical situations, the control input constraints to the plant can not be avoided

and needs extra care for controller synthesis. Ignoring control input constraints, if a

controller is designed and is placed in closed-loop structure, the system’s performance

will be deteriorated when large control input signal appears to the plant that exceeds the

specified bound, and even, it may cause for instability too. In this chapter, control input

bounds have been taken into account while parametric H∞ loop shaping output feedback

controller is designed to achieve local stability of the closed-loop system. The problem

addressed in this chapter is basically a special case of actuator saturation control problem

where control inputs to the plant are never allowed to reach into saturation region. In

the proposed method, the uncertainty of the plant is presented as perturbations to

normalized left coprime factors of the shaped plant. Finally, two numerical examples

have been elucidated to show the effectiveness of the proposed method.
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5.1 Introduction

In recent years, a class of research workers has shown keen interest on the stabiliza-

tion problem of LTI plant with bounded control inputs ([44, 47, 52, 110] and references

therein). Specifically, the LTI plant with actuator saturation is a practical situation

where, the design of controller to stabilize such system is a challenging task and it is

mainly directed into two approaches. In first approach, quite often the controller syn-

thesis is carried out ignoring the effects of saturation, where some retro fitted schemes

(anti-windup) and analytical methods are adopted for improving performance and sta-

bility of the closed-loop system. However, in analytical framework it is trivial fact that,

an internally stable system always explore a local stability region in state-space while it

is subjected to bounded control inputs or actuator saturation, but only challenge is to

design feedback control law that can achieve a domain of attraction large enough.

On the other hand, the second approach is involved with more complex design frame-

work where the control input constraints are taken into synthesis phase. In literatures,

several state and output feedback controller design methods have been addressed for the

stabilization of LTI plant in local or global sense [44, 47, 84]. For open-loop stable plant,

the global or semi-global stability can be achieved with bounded control inputs, whereas

in absence of open-loop stability assumption, a linear feedback controller can only re-

veal the local stability of the closed-loop system [44]. In local stabilization problem, the

involved interest is mainly to synthesize a stabilizing controller that maximizes region of

attraction and subsequently, gives an estimation of it. Meanwhile in global stability, the

region of attraction becomes the whole state-space. On the other hand, the construction

of stabilizing feedback law with constraint inputs or with actuator saturation addressed

as semi-global stabilization problem while the estimated stability region encloses a priori

given bounded set (arbitrarily large) in the state-space. Interestingly it has to be noted

that, the bounded control input problem is the linear case of actuator saturation control

problem, that is, the control inputs never go into saturation. However, if the input to

saturation element is bounded, the actuator can be modeled locally and it falls into

sector bounded stabilizing solution of control problem. In that case, all state vectors

belong to the region of attraction also satisfy the sector-bound condition which has been

addressed in this next chapter.

Here, an output feedback controller has been designed to achieve the local stability

of uncertain LTI plant with bounded control inputs. By introducing a free scalar para-

meter, the design has been performed in parametric H∞ loop shaping framework where
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the unstructured uncertainty of the plant is presented as perturbations to normalized

coprime factors of the shaped plant [41, 65]. In the proposed technique, no open-loop

stability assumption is made that leads the design approach to local stabilization prob-

lem. To show the stability of closed-loop system, a quadratic type Lyapunov function

is considered and subsequently, an estimation is also provided for the region or domain

of attraction. For the existence of stabilizing controller, a set of sufficient conditions is

established in LMI form.

The chapter is organized as follows:

In Section 5.2, the local stabilization problem of LTI plant with bounded control

inputs has been described. Then in Section 5.3, the problem statements are given and

in Section 5.4, using H∞ loop shaping approach the local stabilization problem has

been solved for LTI plant with bounded control inputs. It consists of two parts; in

first part, the uncertainty of the plant is not considered and in second part, a stability

bound is found out leading to establish the local stability of an uncertain LTI plant.

Subsequently, the region of attraction has also been maximized. In Section 5.5, two

numerical examples have been considered to show the effectiveness of the proposed

method. Finally, the concluding remarks are drawn in Section 5.6.

5.2 Local stability of LTI plant with bounded control in-

puts

Let us consider an LTI plant G whose state-space model is

ẋn = Anxn + Bnun

yn = Cnxn + Dnun

}
(5.1)

where xn ∈ <n, un ∈ <m and yn ∈ <p. We assume (An, Bn, Cn) is stabilizable and de-

tectable, and no assumption is made for open-loop stability of the system (5.1). The con-

trol input un = [un1, . . . , unm]T is bounded where at ith channel, uni ∈
[
−u0i u0i

]
,

u0i > 0, i = 1, . . . , m. Without loss of generality, it can be rewritten as uni ∈
[
−1 1

]
,

i = 1, . . . , m by appropriately scaling the matrices Bn and Dn. Now, considering an out-

put feedback controller
ẋc = Acxc + Bcyn

un = Ccxc

}
(5.2)
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where xc ∈ <nc , the closed-loop system becomes

ẋcl = Aclxcl (5.3)

where, xcl =
[

xT
n xT

c

]T
∈ <n+nc and Acl =

[
An BnCc

BcCn Ac + BcDnCc

]
.

Definition 5.1 [47]: With bounded control inputs as mentioned above, a dynamic

controller (5.2) has to be designed such that the closed-loop system (5.3) is quadratically

stable and subsequently, a set D0 of initial state vectors has to be estimated such that

∀ x0
cl ∈ D0, the trajectories of (5.3) converge to origin as time tends to infinity. This

problem is known as the local stabilization problem of LTI plant with bounded control

inputs.

Definition 5.2 [47]: The set D0 is the region of attraction for the closed-loop sys-

tem (5.3) with respect to the equilibrium point origin, namely

D0 =
{

x0
cl ∈ <n+nc : lim

t→∞xcl(t) = 0 ∀xcl(0) = x0
cl

}
.

5.3 Problem statements
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Figure 5.1: Block-diagram for parametric H∞ loop shaping control

The nominal plant (5.1) is given whose control inputs are bounded, uni ∈
[
−1 1

]
, i =

1, . . . , m. An output feedback controller (5.2) has to be designed to achieve local sta-
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bility of the closed-loop system. To fulfill this objective, a design framework based on

parametric H∞ loop shaping control has been adopted which is shown in Figure 5.1.

In this figure, the blocks M and N are the normalized left coprime factors of the

shaped plant GS = W2GW1 where, W2 and W1 are respectively the post and pre-

compensator selected in order to meet design specifications1.

Remark 5.1: In H∞ loop shaping control (discussed in preceding chapters), the com-

pensators are selected to satisfy closed-loop design specifications like, disturbance attenu-

ation, tracking performance, robust stability margin etc. However, for local stabilization

problem as mentioned in Definition 5.1, these specifications are not the primary concern.

In case of uncertain LTI plant, the compensators have to be selected such that the shaped

plant depicts a good robust stability margin.

Remark 5.2: The loop shaping controller is ϕ
1
2 W1KW2 whereas the controller K is

designed based on the shaped plant ϕ
1
2 W2GW1. Since there is constraint on control in-

put, the singular values of the shaped plant do not remain in desired values when input

exceeds the limit, that in turn affects on controller synthesis and explores a complicated

design task. In the proposed framework, ϕ can be viewed as a tuning parameter of con-

troller gain which is selected from a given range by solving an optimization problem. The

range is selected by the designer and by changing this range, the controller performance

can be improved.

Remark 5.3: ϕ is an unknown scalar design parameter. The design framework shown

in Chapter 3 can be obtained by replacing ϕ = λ−2, however it is different as λ was

considered in Chapter 3 as a known given parameter.

Let the selected post and pre-compensators be respectively

W2 =

[
Aw2 Bw2

Cw2 0

]
and W1 =

[
Aw1 Bw1

Cw1 0

]
,

where, Aw2 ∈ <nw2×nw2 and Aw1 ∈ <nw1×nw1 . Defining the state vectors of post and

pre-compensator respectively as xw2 and xw1; output of W2 as yw2 and input to W1 as

1To generalize the design framework, the post and pre-compensators have been considered.
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uw1, the shaped plant GS = W2GW1 becomes




ẋn

˙xw2

˙xw1

yw2




=




An 0 BnCw1 0

Bw2Cn Aw2 Bw2DnCw1 0

0 0 Aw1 Bw1

0 Cw2 0 0







xn

xw2

xw1

uw1




⇒
[

ẋs

yw2

]
=

[
A B

C 0

] [
xs

uw1

]
, (5.4)

where xs =
[

xT
n xT

w2 xT
w1

]T
. Let we assume, (A,B,C) is stabilizable and detectable.

Then, the normalized left coprime factorization of GS = M−1N whose state-space

realization becomes as follows [65].

[
N M

]
=

[
A + LC B L

C 0 I

]
, (5.5)

where L = −ZCT is a stabilizing observer gain and Z is the symmetric positive semi-

definite solution of the algebraic Riccati equation

AZ + ZAT − ZCT CZ + BBT = 0. (5.6)

In parametric H∞ loop shaping framework shown in Figure 5.1, the parameter ϕ scales

each channel of the input matrix, however, does not alter the state-space realization

of the normalized coprime factors of the shaped plant. In this figure, considering the

objective signal vector as
[

zT
2 zT

1

]T
and exogenous signal as w, the generalized plant

in linear fractional transformation (LFT) structure becomes

Pp =




A −L ϕ
1
2 B

C I 0

0 0 I

C I 0




. (5.7)

Now, we assume (A,ϕ
1
2 B,C) is stabilizable and detectable for all ϕ > 0. Then, there

exists a stabilizing controller ϕ
1
2 K, if and only if, the control ARE has a positive semi-

definite solution X∞ (see Theorem 3.1 in Chapter 3). Since Pp is with disturbance

feedforward structure, the controller K can be realized in an observer form and it be-
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comes

K(s) =

[
A− ϕBBT X∞ + LC −L

−(ϕ)
1
2 BT X∞ 0

]
. (5.8)

In Chapter 3, the LMI formulation of parametric H∞ loop shaping control has al-

ready been discussed. Here for the parameter ϕ, the solvability conditions are again

presented for completeness of this chapter.

Lemma 5.1: For a given positive value of ϕ, there exists a stabilizing controller ϕ
1
2 K,

if and only if the following inequalities




AR + RAT − γϕBBT RCT −L

CR −γI I

−LT I −γI


 < 0 (5.9)

AT S + SA + CT LT S + SLC − γCT C < 0 (5.10)[
R I

I S

]
≥ 0 (5.11)

are satisfied with R = RT > 0, S = ST > 0, γ > 0.

The proof of this lemma is discussed in Chapter 3 (See Theorem 3.3). Interestingly

from Lemma 5.1, one can derive two ARIs if there exists the stabilizing solutions R > 0

and S > 0. Now using the Schur complement form, the following ARIs are obtained.

Here, (5.9) is simplified as

(
A +

1
(1− γ2)

LC

)
R+R

(
A +

1
(1− γ2)

LC

)T

−
(

γ

(1− γ2)

)
RCT CR−

(
γ

(1− γ2)

)
LLT

− γϕBBT < 0 (5.12)

and from (5.10), we have

S(A + LC) + (A + LC)T S − γCT C < 0. (5.13)

Now, after some simplifications and changing the variables X̃∞ = γR−1 and Ỹ∞ = γS−1,

(5.12) and (5.13) are respectively simplified as follows (see Section 3.4).

X̃∞
(
A− (

γ2 − 1
)−1

LC
)

+
(
A− (

γ2 − 1
)−1

LC
)T

X̃∞
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− X̃∞
(
ϕBBT − (

γ2 − 1
)−1

LLT
)

X̃∞ + γ2
(
γ2 − 1

)−1
CT C < 0 (5.14)

(A + LC)Ỹ∞ + Ỹ∞(A + LC)T − Ỹ∞CT CỸ∞ < 0. (5.15)

It may be noted that, for an unknown value of ϕ, the inequality constraints posed in

Lemma 5.1 do not remain in LMI form and subsequently, the computational complexity

will arise. In the proposed method, we keep this parameter free and considering the

controller structure as same as (5.8), an output feedback controller will be designed to

achieve local stability of the closed-loop system with bounded control inputs.

Problem 5.1: The nominal plant (5.1) is subject to bounded control inputs, uni ∈[
−1 1

]
, i = 1, . . . , m. In absence of control input constraint, the compensators W2

and W1 are selected to form the shaped plant (5.4). By satisfying the control input con-

straints, find a symmetric positive definite solution X∞ and ϕ such that the controller

(5.8) will quadratically stabilize the closed-loop system, where the loop shaping controller

becomes ϕ
1
2 W1KW2. Subsequently, the designed controller also will maximize the region

of attraction and provide an estimate of it with the least conservatism

Note that when there is no uncertainty, ∆M and ∆N shown in Figure 5.1 are zero,

that implies w = 0. For this case, by solving the Problem 5.1 we can achieve the local

stability of the nominal plant (5.1). However in presence of unstructured uncertainty,

the controller K can ensure internal stability of the closed-loop system for the uncer-

tainty bound ‖
[

∆M ϕ
1
2 ∆N

]
‖∞ < εmax. Without any constraint on control inputs,

for a given value of ϕ this bound can easily be found out from Lemma 5.1 and it becomes

εmax = 1
γopt

. But this bound is no longer applicable when constraints are imposed on con-

trol inputs. In that case, the stability conditions established in Problem 5.1 need to be

modified that, in turn, satisfy the constraints of Lemma 5.1 as well as ensure quadratic

stability of the closed-loop system without exceeding the control input bounds. From

the modified conditions, the obtained γ will provide the uncertainty level for which the

local stability of the system is ensured.

Problem 5.2: A nominal plant (5.1) is given which has unstructured uncertainty and

it is represented as perturbations to normalized coprime factors of the shaped plant as

shown in Figure 5.1. The control input of the plant uni is bounded as given in Problem

5.1. By satisfying the control input bounds, find a symmetric positive definite solution

X∞ and ϕ such that the controller (5.8) will quadratically stabilize the shaped plant (5.4)
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and subsequently, it maximizes the uncertainty limit εmax and region of attraction of the

closed-loop system.

5.4 Controller synthesis

The controller structure shown in preceding section is involved with two unknown vari-

ables ϕ and X∞. The scalar variable ϕ is introduced to increase design flexibility and

it effectively scales the gain of pre-compensator in H∞ loop shaping framework. In this

section, a controller with similar structure as in (5.8) has to be designed that simulta-

neously solves the Problems 5.1 and 5.2. In order to achieve this goal, first, a set of

sufficient conditions has been derived for existence of solvability conditions of the con-

troller that quadratically stabilizes the closed-loop system with bounded control inputs

and subsequently gives an estimation of region of attraction. Then these conditions have

been modified to maximize the region of attraction. Finally, another set of sufficient

conditions are derived for local stabilization of an uncertain LTI plant leading to have

solution of Problem 5.2.

5.4.1 Local stabilization of LTI plant

Theorem 5.1: A nominal plant G is given with bounded control inputs |uni| ≤ 1, i =

1, . . . , m. By selecting proper compensators W2 and W1, the shaped plant is obtained

as W2GW1 whose minimal state-space realization and normalized left coprime factors

are respectively given in (5.4) and (5.5). For a given r, there exists a controller (ϕ)
1
2 K

where,

K =

[
A− ϕBBT Q−1 + LC −L

−(ϕ)
1
2 BT Q−1 0

]
(5.16)

that quadratically stabilizes the closed-loop system, if

[
U (A + LC)T + (A + LC) U UCT LT

LCU QAT + AQ− 2ϕBBT

]
< 0 (5.17)

CRoi (Q + U) CT
Roi ≤ 1 for i = 1, · · · ,m (5.18)

0 < ϕ < r, Q > 0, U > 0 (5.19)
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are satisfied where CRoi =
[

01×(nn+nw2) Cw1i

]
, Cw1i is the ith row of Cw1 matrix.

The above controller can be designed by solving the following optimization problem:

Maximize ϕ

subject to (5.17)− (5.19). (5.20)

The ellipsoid ε1(P ) defined as {xT
clPxcl ≤ 1 : ∀xcl 6= 0, P = P T > 0} describes a region

of attraction where,

P =

[
U−1 −U−1

−U−1 U−1 + Q−1

]
.

Proof: Let xc ∈ <nc and xs ∈ <ns are respectively the state vectors of controller and

the shaped plant where nc = ns, then the closed-loop system becomes

[
ẋs

ẋc

]
=

[
A −ϕBBT Q−1

−LC A− ϕBBT Q−1 + LC

][
xs

xc

]
. (5.21)

⇒ ẋcl = Aclxcl

To prove quadratic stability of the closed-loop system, a quadratic type Lyapunov func-

tion V (xcl) = xT
clPxcl is considered where, xcl =

[
xT

s xT
c

]T
and the unknown matrix

P = P T > 0. In stable region of state-space, the derivative of V (xcl) with respect to

time becomes negative definite. Since, V̇ (xcl) = xT
cl(A

T
clP +PAcl)xcl, it becomes negative

definite if (AT
clP + PAcl) < 0. Now partitioning P with compatible dimension as

P =

[
P11 P12

P T
12 P22

]
, (5.22)

we have, AT
clP + PAcl

=

[
A −ϕBBT Q−1

−LC A− ϕBBT Q−1 + LC

]T [
P11 P12

P T
12 P22

]
+

[
P11 P12

P T
12 P22

][
A −ϕBBT Q−1

−LC A− ϕBBT Q−1 + LC

]
. (5.23)
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Simplifying (5.23), we have AT
clP + PAcl =

[
S11 S12

S21 S22

]
where,

S11 = AT P11 − CT LT P T
12 + P11A− P12LC (5.24)

S12 = AT P12 − CT LT P22 + P12A− ϕP12BBT Q−1

+ P12LC − ϕP11BBT Q−1 (5.25)

S21 = ST
12 (5.26)

S22 = AT P22 − ϕQ−1BBT P22 + CT LT P22 − ϕQ−1BBT P12 + P22A

− ϕP22BBT Q−1 + P22LC − ϕP T
12BBT Q−1. (5.27)

Now (AT
clP +PAcl) < 0, if S11 < 0 and S22−S21S

−1
11 S12 < 0 are satisfied. In this context

to obtain S11 < 0, we choose −P T
12 = −P12 = P11 and (5.24) becomes

S11 = (A + LC)T P11 + P11(A + LC). (5.28)

Since, (A+LC) is stable, there always exists P11 > 0 such that S11 < 0. Now, replacing

−P T
12 = −P12 = P11 in (5.22), we have

P =

[
P11 −P11

−P11 P22

]
. (5.29)

P will be a positive definite matrix if P11 > 0 and P22−P11P
−1
11 P11 = P22−P11 > 0 hold.

Hence to satisfy P22 > P11, we choose P22 = P11 +V where V is an unknown symmetric

positive define matrix. Now, replacing −P T
12 = −P12 = P11 and P22 = P11 + V in (5.25)

and (5.27), we respectively have

S12 = −AT P11 − CT LT P11 − CT LT V − P11A + ϕP11BBT Q−1 − P11LC − ϕP11BBT Q−1

= − [
(A + LC)T P11 + P11(A + LC) + CT LT V

]
(5.30)

S22 = AT P11 + AT V − ϕQ−1BBT P11 − ϕQ−1BBT V + CT LT P11 + CT LT V

+ ϕQ−1BBT P11 + P11A + V A− ϕP11BBT Q−1 − ϕV BBT Q−1

+ P11LC + V LC + ϕP11BBT Q−1 (5.31)
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For simplification, we choose V = Q−1 and (5.31) becomes

S22 = (A + LC)T P11 + P11(A + LC) + (A−ϕBBT V + LC)T V + V (A−ϕBBT V + LC)

(5.32)

Now,

S22 − S21S
−1
11 S12 = (A− ϕBBT V )T V + V (A− ϕBBT V )

−V LC
[
(A + LC)T P11 + P11(A + LC)

]−1
CT LT V

Hence, S22 − S21S
−1
11 S12 < 0 implies

AT V − ϕV BBT V + V A− ϕV BBT V

−V LC
[
(A + LC)T P11 + P11(A + LC)

]−1
CT LT V < 0.

Pre and post-multiplying by V −1 and since Q = V −1, we have

QAT−ϕBBT +AQ−ϕBBT−LC
[
(A + LC)T P11 + P11(A + LC)

]−1
CT LT < 0. (5.33)

Using Schur form, (5.33) can be written as

[
QAT + AQ− 2ϕBBT LC

CT LT (A + LC)T P11 + P11(A + LC)

]
< 0. (5.34)

Inequality (5.34) can also be written as

[
P−1

11 (A + LC)T + (A + LC)P−1
11 P−1

11 CT LT

LCP−1
11 QAT + AQ− 2ϕBBT

]
< 0. (5.35)

Defining U = P−1
11 in (5.35), we have the inequality similar to (5.17). Hence, if (5.35)

holds, (AT
clP + PAcl) < 0.

Since the output of W1 is the input of G, without loss of generality it can be shown that

if |yw1i| ≤ 1, where yw1i is the output of W1 at ith channel, i = 1, . . . , m, control inputs

never exceed the specified bounds. As yw1 = Cw1xw1, yw1i can be written as follows:

yw1i =
[

0 0 Cw1i 0
] [

xT
n xT

w2 xT
w1 xT

c

]T

= CRixcl,
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where CRi =
[

0 0 Cw1i 0
]
, xcl =

[
xT

n xT
w2 xT

w1 xT
c

]T
and Cw1i is the ith row

of Cw1. Now, defining an ellipsoid ε1(P ) = {xcl : xT
clPxcl ≤ 1 ∀ xcl 6= 0, P = P T > 0},

we have,

1− xT
clPxcl ≥ 0.

Using Schur complement, it can be written as

[
1 xT

cl

xcl P−1

]
≥ 0

⇒ P−1 − xclx
T
cl ≥ 0 (5.36)

Pre and post-multiplying (5.36) by respectively CRi and CT
Ri, we have

CRixclx
T
clC

T
Ri ≤ CRiP

−1CT
Ri. (5.37)

Again, at ith channel the control inputs never exceed the bounds if

CRixclx
T
clC

T
Ri ≤ 1. (5.38)

From (5.37) and (5.38), it is obvious that xcl belongs to the ellipsoid ε1(P ) as well

satisfies (5.38), if

CRiP
−1CT

Ri ≤ 1. (5.39)

Using Schur complement form, (5.39) can be written as

[
1 CRi

CT
Ri P

]
≥ 0. (5.40)

Now, replacing (5.29) in (5.40) and since, P11 = U−1 and P22 = U−1 + Q−1, we have




1 CRoi 01×nc

CT
Roi U−1 −U−1

0nc×1 −U−1 U−1 + Q−1


 ≥ 0, (5.41)
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where CRi =
[

CRoi 01×nc

]
=

[ [
01×nn 01×nw2 Cw1i

]
01×nc

]
. Using Schur

complement form, (5.41) is simplified as

[
1 CRoi

CT
Roi (Q + U)−1

]
≥ 0. (5.42)

(5.42) is equivalent to

CRoi (Q + U) CT
Roi ≤ 1. (5.43)

In each channel the control input does not exceed the bound, if (5.43) is satisfied for i =

1, . . . , m. ¤

Remark 5.4: By solving the optimization problem of Theorem 5.1, we get a controller

that quadratically stabilizes the closed-loop system and simultaneously estimates a region

of attraction. However, it does not maximize the region. To obtain it, one can minimize

the trace of U−1 and Q−1 which in turn minimizes the determinant of P , that is, the

volume of ellipsoid is maximized [14]. Also note that, the range in which ϕ is varied,

can be changed according to design requirements.

5.4.2 Maximizing the region of attraction

Defining the ellipsoid ε%(P ) = {xcl : xT
clPxcl ≤ % ∀ xcl 6= 0, P = P T > 0}, (5.39) can be

written as

CRiP
−1CT

Ri ≤ %−1. (5.44)

To maximize the region of attraction, (5.43) has to be modified by changing the variable

ν = %−1 as follows:

CRoi (Q + U) CT
Roi ≤ ν for i = 1, · · · ,m. (5.45)

Corollary 5.1: The controller (ϕ)
1
2 K, where K is as given in(5.16), quadratically

stabilizes the closed-loop system and subsequently maximizes the region of attraction, if

the optimization problem is solved as follows:

Minimize (ν − ϕ)

Subject to
[

U (A + LC)T + (A + LC) U UCT LT

LCU QAT + AQ− 2ϕBBT

]
< 0 (5.46)
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CRoi (Q + U) CT
Roi ≤ ν for i = 1, · · · ,m (5.47)

0 < ϕ < r, Q > 0, U > 0. (5.48)

The ellipsoid ε%(P ) defined as {xT
clPxcl ≤ ν−1 : ∀xcl 6= 0, P = P T > 0} describes a

region of attraction where

P =

[
U−1 −U−1

−U−1 U−1 + Q−1

]
.

Corollary 5.1 solves the Problem 5.1. Now we consider the unstructured uncertainty of

the LTI plant G which is presented as perturbations to normalized coprime factors of

the shaped plant as shown in Figure 5.1. In presence of control input constraint, an

output feedback controller has to be designed that quadratically stabilizes the closed-

loop system for a certain level of uncertainty bound. In preceding theorem, already a set

of sufficient conditions has been derived for local stabilization of LTI plant with bounded

control inputs, however, the uncertainty of the plant is not yet addressed. Now, a new

set of sufficient conditions will be derived that satisfies the constraints of Theorem 5.1

as well as Lemma 5.1 from where a stability bound can be obtained for uncertain LTI

plant.

5.4.3 Local stabilization of uncertain LTI plant

Corollary 5.2: A nominal plant (5.1) is given which has unstructured uncertainty

represented as perturbations to normalized coprime factors of the shaped plant as shown

in Figure 5.1. The control input of the plant un is bounded where |uni| ≤ 1, i = 1, . . . ,m.

For a given r, there exists a controller (ϕ)
1
2 K where,

K =

[
A− ϕBBT Q−1 + LC −L

−(ϕ)
1
2 BT Q−1 0

]
(5.49)

that quadratically stabilizes the closed-loop system with an uncertainty bound
(√

(1 + η)
)−1

,

if [
U (A + LC)T + (A + LC) U UCT LT

LCU QAT + AQ− 2ϕBBT

]
< 0 (5.50)
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AQ + QAT − ϕBBT QCT L−QCT

CQ −I 0

LT − CQ 0 −ηI


 < 0 (5.51)

CRoi (Q + U) CT
Roi ≤ ν for i = 1, · · · ,m (5.52)

0 < ϕ < r, Q > 0, U > 0, η > 0 (5.53)

are satisfied. The controller can be obtained by solving the following optimization prob-

lem.

Minimize (η + ν − ϕ)

Subject to (5.50)− (5.53).

The ellipsoid ε%(P ) defined as {xT
clPxcl ≤ ν−1 : ∀xcl 6= 0, P = P T > 0} describes a

region of attraction where

P =

[
U−1 −U−1

−U−1 U−1 + Q−1

]
.

Proof: In absence of uncertainty it has already been proved that, if (5.50), (5.52) and

(5.53) are satisfied, the controller (5.49) quadratically stabilizes the closed-loop system

with bounded control inputs and also estimates a region of attraction as mentioned

above. For uncertain plant, the constraints of Lemma 5.1 also have to be satisfied to

ensure robustness along with local stability of the LTI plant with bounded control inputs.

Meanwhile it is important to note that, if (5.50) holds, this implies that U satisfies (5.15)

which is the second inequality derived from Lemma 5.1. Now using Schur complement

form, (5.51) can be written as

(AQ+QAT−ϕBBT )+
[

QCT (L−QCT )
] [

I 0

0 η−1I

][
CQ

(LT − CQ)

]
< 0 (5.54)

Defining α = η−1, (5.54) is simplified as

AQ− αLCQ + QAT − αQCT LT − ϕBBT + αLLT + (1 + α)QCT CQ < 0 (5.55)

⇒ (A− αLC)Q + Q(A− αLC)T − (ϕBBT − αLLT ) + (1 + α)QCT CQ < 0 (5.56)
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Hence if (5.56) holds, Q also satisfies (5.14) which is the first inequality derived from

Lemma 5.1. Now comparing with (5.14), we have X̃∞ = Q−1 and γ =
√

1 + η, that

provides the robust stability margin as
(√

1 + η
)−1

. ¤

The Corollary 5.2 solves the Problem 5.2. Interestingly, all problems in this section

are formulated in LMI form that can easily be solved by using LMI toolbox [37]. In the

following section, two numerical examples are illustrated to show the effectiveness of the

proposed method.

5.5 Numerical examples

Example 1:

The linearized longitudinal dynamics of F-8 aircraft model has been considered whose

state-space matrices are given as follows [52]:

An =




−0.8 −0.006 −12 0

0 −0.014 −16.64 −32.2

1 −0.0001 −1.5 0

1 0 0 0




, Bn =




−19 −3

−0.66 −0.5

−0.16 −0.5

0 0




,

Cn =

[
0 0 0 1

0 0 −1 1

]

The states of the system are pitch rate (rad/sec), forward velocity (ft/sec), angle of

attack (rad) and pitch angle(rad); whereas the measured outputs are pitch angle and

flight path angle (rad). Two control inputs, elevator angle (degree) and flaperon an-

gle (degree) are subject to actuator saturation with the limits ±150. Here the design

objectives are specified as follows: the steady state error does not exceed ±2% and in

presence of nominal plant uncertainty, the system stability should be guaranteed. In

order to achieve these objectives, using loop shaping concept (discussed in Chapter 2) a

pre-compensator is selected to shape singular values of the open-loop plant. The selected

pre-compensator is

W1 =

[
10(s+0.3)

s(s+8) 0

0 20(s+1.5)
s(s+1)

]
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and the post-compensator is considered as an identity matrix with proper dimension.

With these selected compensators, the local stabilization problem has been solved.

ϕ % (
√

1 + η)−1

Cor 5.1 Cor 5.2 Cor 5.1 Cor 5.2 from Cor 5.2
±100 0.9996 0.9997 128.27 3.39 0.3919
±150 0.9998 0.9996 291.44 4.84 0.3948
±1000 0.9998 0.9997 397.26 39.78 0.3979

Table 5.1: Results of example-1

In Table 5.1, the results have been shown for different control input bounds. When

the bounding limits are increased, the estimated region of attraction is also increased.

Here the range of ϕ is chosen from 0 to 1. The local stabilization problem has been

solved using both the Corollaries 5.1 and 5.2 where Corollary 5.2 can take care of the

uncertainty of the LTI plant. The controller given below is designed for the bound

±150 which is obtained by solving the optimization problem of Corollary 5.2. Finally,

the H∞ loop shaping controller is formed by cascading the pre-compensator W1 with

(ϕ)
1
2 K =

[
Ac Bc

Cc 0

]
where

Ac = 104 ∗

2
66666666666664

−0.0001 −0.0000 −0.0016 −0.0010 −0.0047 −0.0029 −0.0008 −0.0011

0 −0.0000 −0.0005 0.0003 −0.0002 −0.0001 −0.0001 −0.0002

0.0001 −0.0000 −0.0005 −0.0002 −0.0000 −0.0000 −0.0001 −0.0002

0.0001 0 −0.0000 −0.0005 0 0 0 0

0.6097 −0.0006 −1.3557 3.6329 −2.4362 −2.6753 −0.4996 −0.7266

0 0 −0.0000 0.0000 0.0001 0 0 0

0.5101 −0.0004 −0.9552 2.8422 −1.9985 −2.0920 −0.5411 −0.7924

0 0 0.0003 −0.0002 0 0 0.0001 0

3
77777777777775

,

Bc =

2
66666666666664

14.0531 −4.3022

−47.0678 11.9008

5.4834 −3.4309

5.2983 −0.1851

−0.3355 −0.0274

−0.2001 −0.1151

−2.7071 4.4689

−1.0314 2.6038

3
77777777777775

,

Cc = 104 ∗
"

1.5243 −0.0014 −3.3893 9.0822 −6.0885 −6.6883 −1.2491 −1.8166

0.6377 −0.0005 −1.1945 3.5530 −2.4981 −2.6151 −0.6763 −0.9905

#
.
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Let, we consider an initial state vector

x0
cl =

[
7 6 1 1 0 0 0 0 0 0 0 0 0 0 0 0

]T
.

For this initial condition, x0
cl

T
Px0

cl = 3.2526 that indicates, the initial state vector is

inside the estimated region (since % = 4.84). For this initial condition, the state responses

are shown in Figures 5.2 and 5.3, whereas the control inputs are depicted in Figure

5.4. In this case, the robust stability margin 0.3948 is ensured for normalized coprime

factor uncertainty description of the shaped plant. Note that, since the Corollary 5.2 is

involved with uncertainty of the plant, it estimates smaller region of attraction compared

to Corollary 5.1. On the other hand, if uncertainty of the plant is not considered, the

local stabilization problem can be solved via Corollary 5.1 that gives comparably larger

region of attraction. We consider
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Figure 5.2: State-1 (curve 1 in rad/sec), state-3 (curve 3 in rad) and state-4
(curve 4 in rad) of the nominal plant

x0
cl =

[
25 20 7 7 0 0 0 0 0 0 0 0 0 0 0 0

]T
,

for which x0
cl

T
Px0

cl = 286.59 is obtained that indicates, the state vector inside the

estimated region (since % = 291.44). For this initial condition, the state responses have
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Figure 5.3: State-2 (curve 2 in ft/sec) of the nominal plant
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Figure 5.4: Curve 1: control input at channel-1; Curve 2: control input at
channel-2
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Figure 5.5: State-1 (curve 1 in rad/sec), state-3 (curve 3 in rad) and state-4
(curve 4 in rad) of the nominal plant

been shown in Figures 5.5 and 5.6 and the control inputs are depicted in Figure 5.7. It

may be noted that the response of control signals are all well inside the specified bounds

and never enters into saturation region.

In the following, another numerical example has been considered where, the control

input bounds are not same for each channel.

Example 2:

We consider another example where the vertical plane dynamics of aircraft model has

been considered. The state-space matrices of the nominal plant are given as follows:

An =




0 0 1.132 0 −1

0 −0.0538 −0.1712 0 0.0705

0 0 0 1 0

0 0.0485 0 −0.8556 −1.013

0 −0.2909 0 1.0532 −0.6859




, Bn =




0 0 0

−.12 1 0

0 0 0

4.419 0 −1.665

1.575 0 −0.0732




,
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Figure 5.6: State-2 (curve 2 in ft/sec) of the nominal plant
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Figure 5.7: Curve 1: control input at channel-1; Curve 2: control input at
channel-2

Cn =




1 0 0 0 0

0 1 0 0 0

0 0 1 0 0


 .
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The detail description of the plant model as well as closed-loop specifications are

given in [65]. For solving the local stabilization problem, here we consider the same

type pre-compensator used in [65] and it is

W1 =

2
664

24 s+0.4
s(s+1)

0 0

0 12 s+0.4
s(s+1)

0

0 0 24 s+0.4
s(s+1)

3
775 .

In first and third channel, the control input bounds are ±400 whereas in second channel,

it is ±10 m/sec2.

ϕ % (
√

1 + η)−1

Cor 5.1 Cor 5.2 Cor 5.1 Cor 5.2 from Cor 5.2
±200 and ±5m/sec2 0.9994 0.9997 66.20 1.2691 0.2118
±400 and ±10m/sec2 0.9998 0.9997 172.77 3.6733 0.2124
±1000 and ±20m/sec2 0.9997 0.9997 88.33 11.313 0.2126

Table 5.2: Results of example-2

In Table 5.2, the results have been shown for different input bounds. The range of ϕ

is taken from 0 to 1. In the following, the state-space matrices of the designed controller

has been shown which is obtained by solving the optimization problem of Corollary 5.2

with the bounds ±400 and ±10m/sec2. In H∞ loop shaping framework, the designed

controller is (ϕ)
1
2 W1K where,

(ϕ)
1
2 K =

"
Ac Bc

Cc 0

#
.

Ac = 105∗
2
6666666666666666666664

−0.00004 0 0.00002 0 0 0 0

0 −0.00004 0 0 0 0 0

0.00001 0 −0.0007 0.00001 0 0 0

0.00007 0.00002 −0.00029 −0.00001 −0.00001 0.00013 0.0001

0.0001 0.00001 −0.00016 0.00001 0 0.00005 0.00003

−0.22846 −0.01304 −0.38113 −0.07754 0.14548 −0.03863 −0.03088

0.00001 0 0 0 0 0 0

−0.00244 −0.00073 −0.00492 −0.00105 0.00168 −0.00074 −0.0006

0.0000007 −0.000006 −0.0000006 0 0 0 0

0.66179 0.03142 1.0449 0.20957 −0.41373 0.08746 0.06941

0.00001 0 0.00001 0 0 0 0
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0 0 0 0

0.00003 0.00002 0 0

0 0 0 0

0 0 −0.00005 −0.00004

0 0 0 0

−0.00298 −0.00215 0.08746 0.07452

0 0 0 0
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−1.26337 −0.26391 7.62643
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Cc = 10
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2
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−0.2856 −0.0163 −0.4763 −0.0969 0.1818 −0.04828 −0.0386 −0.0037 −0.0026 0.1093 0.0931

−0.0061 −0.0017 −0.01231 −0.0026 0.0042 −0.0018 −0.0015 −0.0018 −0.0015 0.0027 0.0024

0.8272 0.03928 1.3060 0.2619 −0.5171 0.1093 0.0867 0.0055 0.0033 −0.3015 −0.2564

3
75

Now considering an initial state vector as

x0
cl =

[
0.7 0.6 0.6 0.7 0.6 01×17

]T
,

we have x0
cl

T
Px0

cl = 3.5646 (it is inside the estimated region, since % = 3.6733) and in

Figure 5.8, the state responses have been shown. Figures 5.9 and 5.10 show the control

inputs that never exceed the bounds. In this case, the obtained robust stability margin

is 0.2124.

Without considering uncertainty, a larger estimated region can be obtained by solv-

ing the optimization problem of Corollary 5.1 as shown in Table 5.2. We consider an

initial state vector

x0
cl =

[
5 2.6 2.6 2.7 2.6 01×17

]T
,

that yields x0
cl

T
Px0

cl = 147.8386. In Figures 5.11, 5.12 and 5.13, the states and control

inputs are respectively shown.
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Figure 5.8: State-1 (curve 1 in m), state-2 (curve 2 in m/sec), state-3 (curve 3
in degree), state-4 (curve 4 in degree/sec) and state-5 (curve 5 in m/sec) of the
nominal plant
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Figure 5.9: Curve 1: control input at channel-1; Curve 3: control input at
channel-3
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Figure 5.10: Control input at channel-2
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Figure 5.11: State-1 (curve 1 in m), state-2 (curve 2 in m/sec), state-3 (curve
3 in degree), state-4 (curve 4 in degree/sec) and state-5 (curve 5 in m/sec) of
the nominal plant



5.6 Conclusions 125

0 5 10 15 20
−5

0

5

10

15

Time (sec)

C
o

n
tr

o
l I

n
p

u
ts

 (
d

e
g

re
e

)

1 

3 

Figure 5.12: Curve 1: control input at channel-1; Curve 3: control input at
channel-3
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Figure 5.13: Control input at channel-2

5.6 Conclusions

In this chapter, an output feedback controller has been designed for local stabilization

of an uncertain LTI plant with bounded control inputs. The unstructured uncertainty
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of the system is described as perturbations to normalized coprime factors of the shaped

plant. The proposed technique is posed in parametric H∞ loop shaping framework

where a scalar parameter ϕ is introduced to increase flexibility of the design method.

This parameter effectively scales the gain of pre-compensator. In this method, open-

loop stability assumption has not been considered that leads it to local stabilization

problem. To prove quadratic stability of the closed-loop system, a quadratic Lyapunov

function has been considered and the derived sufficient conditions are posed in LMI

form. To show the effectiveness of the proposed method, two numerical examples have

been elucidated.



C H A P T E R 6

Robust control with input

saturation: H∞ loop shaping

approach

In preceding chapter, the local stabilization problem of LTI plant has been discussed

with bounded control input constraint. Specifically, it is a part of actuator saturation

problem using H∞ loop shaping approach where control inputs never enter into satu-

ration zone. On the other hand, if maximum limit of the control input to actuator is

specified and it enters into saturation region, this situation equivalently can be treated

as a nonlinear static function that satisfies a local sector bound. Considering this fact,

a design framework has been proposed in the present chapter to achieve robust perfor-

mance and stability of the LTI plant with input saturation constraint. Two different

techniques based on polytopic linear parameter varying (LPV) approach and Popov

stability criteria have been adopted to design robust controller in H∞ loop shaping

framework. The effectiveness of the proposed design techniques is illustrated through

simulation results.
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6.1 Introduction

Quite often, the robustness of an LTI plant is seriously affected by actuator saturation

and even, it may cause for instability too. To this end, a large volume of works can

be found in control system literatures where the design problem has been addressed to

achieve robust performance and stability of the system with a priori given level of ac-

tuator saturation in presence of bounded exogenous inputs ([45, 47, 52, 72, 83, 90] and

references therein). The given saturation level indicates, the maximum control input

to actuator is specified that in turn, satisfies a local sector-bound. In some synthesis

problems, this level of saturation has also been maximized subject to stability of the

closed-loop system [44, 45]. Meanwhile, with actuator saturation constraint the robust-

ness issue against uncertainty of the plant has also become an active area of research in

last few years [43, 44].

In the present chapter, using H∞ loop shaping approach two design frameworks have

been addressed to achieve robust performance and stability of the LTI plant when control

inputs are subject to actuator saturation. Adopting the H∞ loop shaping method, the

main objective is to achieve an acceptable trade-off between the robust performance

and stability against the general unstructured uncertainty of the plant. Although, the

H∞ loop shaping technique provides a good design platform for linear robust control

theory, however, it is not so straightforward to apply for actuator saturation control

problem. When control inputs are saturated, singular values of the shaped plant alter

from desired location that deteriorates the performance and stability of the closed-loop

system. Moreover, in H∞ loop shaping framework the stability margin obtained from

linear region of saturation element is no longer applicable when control input enters into

saturation region. In this context, modification of compensators in an adaptive way may

be a remedial step to tackle the effects of saturation in H∞ loop shaping control, however,

it imparts a difficult task to designer. Related to this problem, some ‘retro-fitted’

schemes and ad-hoc methods can be found in the literatures. In [48], several anti-windup

schemes have been reported and their performances are compared to provide an insight

related to stability of the closed-loop system. Although, the reported techniques have

been successfully applied to some practical examples but still, these existing methods

are unable to provide a generic solution for designing a robust controller. In [78], the

loop shaping weight has been modified for constrained control inputs but it is an ad-

hoc method and no such definite robust stability margin can be specified in the design

cycle. In [20], the describing function method has been adopted to tackle the effects of
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saturation in H∞ loop shaping framework.

In this chapter, two different design techniques have been proposed to design robust

controller for an LTI plant with input saturation constraint. The design of H∞ loop

shaping controller is carried out in its equivalent four-block framework that leads an

easier synthesis structure for saturation control problem. In the first method, the shaped

plant with input saturation has been represented as an equivalent polytopic LPV system.

Then, using vertex property of the polytopic LPV plant, H∞ loop shaping controllers

have been designed at each vertex of the polytope, and subsequently these controllers

are scheduled by adopting certain interpolation technique. The scheduled controller

locally ensures robust stability and L2-performance of the closed-loop system due to

vertex property of the polytopic LPV shaped plant. Whereas in second method, the

H∞ loop shaping framework with input saturation nonlinearity has been transformed

into an equivalent Lur’e type system and subsequently, Popov stability criteria is used

to design a robust controller that ensures certain level of stability margin against the

unstructured uncertainty of the plant. A numerical example has been considered to

show the effectiveness of the proposed methods.

This chapter is organized as follows:

In Section 6.2, some definitions and preliminary works related to the main results of

this chapter have been presented. Section 6.3 describes the design of robust controller

in H∞ loop shaping framework using LPV approach. In Section 6.4, a different design

approach is considered that transforms an actuator saturation H∞ loop shaping control

problem to an equivalent Lur’e type control problem and subsequently, stability analysis

is studied through Popov absolute stability criteria. In Section 6.5, a numerical example

has been considered to demonstrate the effectiveness of the proposed methods. Finally,

the concluding remarks are drawn in Section 6.6.

6.2 Preliminaries

Some preliminary results relevant to the design techniques proposed in this chapter are

presented. These will be required to develop main results of this chapter. In first part,

the preliminary results on LPV system have been demonstrated, whereas the later part

briefly provides a description on Lur’e type system.

An LPV system can be represented in its state-space form where the system matrices
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are the function of some varying vector of real parameters. We consider an LPV system

ẋ = A(θ)x + B(θ)u

y = C(θ)x + D(θ)u

}
(6.1)

where x, u and y are respectively the state, input and output vectors and θ is the time

varying vector of real parameters.

Definition 6.1 [6]: The time-varying parameter θ is said to vary in a polytope Ω

of vertices ω1, . . . , ωr if θ ∈ Ω := Co{ω1, . . . , ωr} where, r is the number of vertices of

the polytope.

Definition 6.2 [6]: An LPV system is polytopic when the state-space matrices are

dependent on θ through an affine relation and the parameter vector θ varies in a fixed

polytope.

We now consider the state equation of an unforced LPV system

ẋ = A(θ)x (6.2)

where θ lies in a compact set and A(θ) ∈ <n×n. The quadratic stability of the system

(6.2) can be stated as follows:

Lemma 6.1 [10]: The system is quadratically stable over the compact set Ω in which

θ varies, if there exist P ∈ <n×n, P = P T > 0, such that for all θ the inequality

AT (θ)P + PA(θ) < 0 (6.3)

holds.

Definition 6.3 [10]: The L2-norm of a quadratically stable LPV system (6.1) can

be defined as

‖G‖ = sup
θ∈Ω

sup
‖u‖2 6=0, u∈L2

‖y‖2

‖u‖2
(6.4)

where S is the compact set. y and u are respectively the output and input vectors.
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Now, a generalized LPV system for the quadratic H∞-performance problem has been

considered as follows:

ẋ = A(θ)x + B1(θ)w + B2(θ)u

z = C1(θ)x + D11(θ)w + D12(θ)u

y = C2(θ)x + D21(θ)w + D22(θ)u





(6.5)

where x, z, y, w and u are the state, objective signal, measured output, exogenous signal

and control input vectors respectively. The state-space matrices are parameter depen-

dent with compatible dimensions and θ belongs to a compact set. In other words, the

system matrices depend on the time varying vector θ(t) that is assumed to be measured

or estimated in real time. The designer will seek a feedback controller

[
Ac(θ) Bc(θ)

Cc(θ) Dc(θ)

]

in independence on θ to the actual plant such that the closed-loop system becomes

quadratically stable and the L2-induced norm of the system between w to z is bounded

by γ. If D22 = 0, combining the state vectors x and xc as xcl

[
xT xT

c

]T
, where xc is

state vector of the controller, we have the closed-loop system

[
Acl(θ) Bcl(θ)

Ccl(θ) Dcl(θ)

]
where,

Acl =

[
A + B2CcC2 B2Cc

BcC2 Ac

]
, Bcl =

[
B1 + B2DcD21

BcD21

]
,

Ccl =
[

C1 + D12DcC2 D12Cc

]
and Dcl = D11 + D12DcD21.

The dependence on θ is omitted for brevity. Now, the quadratic H∞ performance prob-

lem for the above mentioned closed-loop LPV system can be stated as follows.

Lemma 6.2 [6]: The closed-loop system

[
Acl(θ) Bcl(θ)

Ccl(θ) Dcl(θ)

]
has the quadratic H∞

performance γ, if and only if, there exist a matrix P = P T > 0 such that it satisfies




AT
cl(θ)P + PAcl(θ) PBcl(θ) CT

cl(θ)

BT
cl(θ)P −γI DT

cl(θ)

Ccl(θ) Dcl(θ) −γI


 < 0 (6.6)

for all θ ∈ Ω.
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Remark 6.1: Applying the bounded real lemma, the quadratic H∞ performance prob-

lem has been posed in an inequality constraint as shown in (6.6), where the parameter

independent single Lyapunov solution P has been considered for the LPV system. The

equivalent condition for parameter dependent Lyapunov solution P (θ) can be found in

[5, 10] that yields infinite number of LMI constraints for ensuring the quadratic H∞
performance γ. Interestingly for polytopic LPV plant, (6.6) is reduced to a set of finite

number of LMI constraints. Using the vertex property of the polytopic LPV plant it can

be said that, for a single Lyapunov function if (6.6) is satisfied at each vertex of the

polytope, all plants that lie in that polytope also will satisfy (6.6) for the same Lyapunov

function [6].

Theorem 6.1 [6]: For the polytopic LPV plant described as

(
A(θ) B(θ)

C(θ) D(θ)

)
∈ Co

{(
Ai Bi

Ci Di

)
:=

(
A(ωi) B(ωi)

C(ωi) D(ωi)

)
, i = 1, . . . , r

}
, (6.7)

the following statements are equivalent:

1. The LPV system is stable with H∞ quadratic performance γ ;

2. There exists a single Lyapunov solution (parameter independent) P = P T > 0

such that 


AT (θ)P + PA(θ) PB(θ) CT (θ)

BT (θ)P −γI DT (θ)

C(θ) D(θ) −γI


 < 0 (6.8)

for all trajectories of θ in the polytope;

3. Lyapunov solution P satisfies the system of LMIs




AT
i P + PAi PBi CT

i

BT
i P −γI DT

i

Ci Di −γI


 < 0, i = 1, . . . , r; (6.9)

Finally, we present the solvability conditions for the existence of an LPV controller

in convex optimization framework [6]. Considering the generalized plant (6.5), we as-

sume i) D22 = 0, ii) B2(θ), C2(θ), D12(θ), D21(θ) are parameter independent and iii)

(A(θ), B2(θ), C2(θ)) is stabilizable and detectable for all the trajectories of θ. Now, if
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the parameter trajectories are in the polytope Θ = {∑r
i=1 αiωi : αi ≥ 0,

∑r
i=1 αi = 1},

the following theorem can be stated as follows.

Theorem 6.2 [6]: Let the above assumptions be fulfilled. Then, there exists an LPV

controller with the quadratic H∞ performance bound γ for all the parameter trajectories

in Θ, if and only if, there exists two symmetric matrices R and S such that the following

LMIs are satisfied for every i = 1, . . . , r.

(
NR 0

0 I

)T




AiR + RAT
i RCT

1i B1i

C1iR −γI D11i

BT
1i DT

11i −γI




(
NR 0

0 I

)
< 0

(
NS 0

0 I

)T




AT
i S + SAi SB1i CT

1i

BT
1iS −γI DT

11i

C1i D11i −γI




(
NS 0

0 I

)
< 0

(
R I

I S

)
≥ 0





(6.10)

where NR and NS are the bases of the null spaces of
[

BT
2 DT

12

]
and

[
C2 D21

]

respectively.

We now describe the structure of a Lur’e type system which will be required to

establish the second design technique of this chapter.

Lur’e system [53]

 LTI

plant

z

qp φ(.)

w

Figure 6.1: Block diagram for Lur’e system

A Lur’e system is a feedback system whose forward path consists of an LTI plant,

and an uncertain nonlinear element that satisfies a sector-bound constraint is connected
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in a feedback path. In state-space form, a Lur’e system can be described as follows.

ẋ = Ax + Bpp + Bww

q = Cqx

z = Czx

where, pi(t) = φi(qi(t)), i = 1 . . . , np, p(t) ∈ <np and, φi satisfies the sector condition

0 ≤ qiφi(qi) ≤ q2
i ∀qi ∈ <.

6.3 Robust H∞ loop shaping controller design with input

saturation constraint: polytopic LPV approach

In Figure 6.2, the H∞ loop shaping design framework with input saturation has been

depicted where W is the pre-compensator selected in order to satisfy the closed-loop

design specifications. The effect of saturation is not considered in pre-compensator

selection and without loss of generality, the post-compensator is taken as an identity

matrix with proper dimension. The block-diagram shown in Figure 6.2 is the equivalent

four-block synthesis framework for H∞ loop shaping control (see Chapter 2) where w =[
wT

1 wT
2

]T
and z =

[
zT
1 zT

2

]T
are respectively considered as the exogenous and

objective signal vectors. In absence of saturation nonlinearity, the robust controller K∞
is designed to ensure the internal stability of the perturbed normalized coprime factor

shaped plant Gp = (M + ∆M )−1(N + ∆N ) (see Figure 2.3) where the nominal shaped

plant is GS = GW = M−1N. The controller is designed by satisfying the following

constraint [65]:

inf
K∞ stabilizing

∥∥∥∥∥

[
K∞
I

]
(I −GSK∞)−1 M−1

∥∥∥∥∥
∞
≤ 1

ε
= γ (6.11)

where γ is the performance bound. Unfortunately, this bound is no longer applicable

when the system operates in saturation mode. The objective of this section is to provide

a systematic design procedure for H∞ loop shaping control that depicts certain level of

robustness in presence of input saturation constraint.
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Figure 6.2: Four-block synthesis framework for H∞ loop shaping control with
input saturation

Let us consider the state space models of the nominal plant, G(s) as

ẋn = Anxn + Bnun

yn = Cnxn + Dnun

}
(6.12)

and the pre-compensator, W as

ẋw = Awxw + Bwuw

yw = Cwxw + Dwuw

}
(6.13)

where, xn, un and yn are respectively state, control input and output vectors of the nom-

inal plant and xw, uw and yw are the state, input and output vectors for pre-compensator

W . Here, we also consider the decoupled, sector-bounded, static saturation nonlinearity

with an assumption, at jth channel the maximum input to actuator is ywmax,j . The

maximum limit yields, the control input does not exceed the bound and it is assumed

to be known to the designer. sat(yw) is the saturation function and for m number of

channels, it becomes SAT (yw) =
[

sat1(yw1), . . . , satm(ywm)
]T

where the input

vector is yw =
[

yw1, . . . , ywm

]T
. The saturation nonlinearity in normalized form

can be defined as follows:

satj(ywj) =





−1 ywj < −1,

ywj |ywj | ≤ 1,

+1 ywj > 1.

(6.14)

Graphically the nonlinearity has been shown in Figure 6.3 and as the maximum control

input in each channel is specified, the corresponding slope βj at jth channel is also a
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known quantity to the designer.

sat

y
j

j

j( )j

j

max,

max,-

1

1

-1

-1

β

ww

w

w

jy

y

y

Figure 6.3: Saturation nonlinearity: ywj is the jth output of the pre-
compensator (input to the jth actuator)

Let us define, satj(ywj) = θjywj where, j = 1, . . . ,m and θj is defined as

θj =





1
ywj

ywj > 1,

1 |ywj | ≤ 1,

− 1
ywj

ywj < −1.

(6.15)

Here, θj is a function of ywj . In the sequel, as −ywmax,j ≤ ywj ≤ ywmax,j , it im-

plies 1
ywmax,j

≤ θj ≤ 1. In other way, βj ≤ θj ≤ 1 and for the multivariable sys-

tem with m number of input channels, it can be written as SAT (yw) = Θyw where,

Θ = diag(θ1, . . . , θm) and yw =
[

yw1, . . . , ywm

]T
.

Proposition 6.1: In H∞ loop shaping framework, the shaped plant is obtained by

cascading the nominal plant G with the pre-compensator W and they are described in

(6.12) and (6.13) respectively. The shaped plant can be expressed as an equivalent poly-

topic LPV system when saturation nonlinearity appears in between the pre-compensator

and nominal plant.

Proof: As shown in Figure 6.2, in H∞ loop shaping framework without considering

the saturation constraint the shaped plant is GW but in presence of saturation nonlin-

earity, using (6.12), (6.13) and SAT (yw) = Θyw, the state-space model of the shaped
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plant can be derived as follows.

ẋn = Anxn + BnΘCwxw + BnΘDwuw

ẋw = Awxw + Bwuw

yn = Cnxn + DnΘCwxw + DnΘDwuw





(6.16)

Now, if the shaped plant is defined as

[
As Bs

Cs Ds

]
, from (6.16) the state-space matrices

are as follows:

As =

[
An BnΘCw

0 Aw

]
=

[
An BnCw

0 Aw

]
+

[
Bn

0

]
(I −Θ)

[
0 −Cw

]

Bs =

[
BnΘDw

Bw

]
=

[
BnDw

Bw

]
+

[
Bn

0

]
(I −Θ) (−Dw)

Cs =
[

Cn DnΘCw

]
=

[
Cn DnCw

]
+ Dn (I −Θ)

[
0 −Cw

]

Ds = DnΘDw = DnDw + Dn (I −Θ) (−Dw)





(6.17)

where, (I −Θ) ∈ <m×m. Further, we define Φ = (I −Θ). Since βj ≤ θj ≤ 1, 0 ≤ φj ≤
(1− βj), where

Φ = diag(φ1, . . . , φm). (6.18)

Replacing (I −Θ) with Φ in (6.17), we have

As = Ā + B0ΦC0, Bs = B̄ + B0ΦD0,

Cs = C̄ + DΦC0 and Ds = D̄ + DΦD0,

}
(6.19)

where Ā, B̄, C̄, D̄, B0, C0 and D0 can be easily obtained by comparing (6.19) with (6.17).

In (6.19), the state-space matrices are dependent on Φ through an affine relation where,

Φ belongs to a given polytope as βj is known in each channel, and hence using the Defi-

nition 6.2, the shaped plant along with the nonlinearity can be considered as a polytopic

LPV system. ¤

Remark 6.2: The shaped plant with saturation nonlinearity has been represented as

a polytopic LPV system in (6.19). From linear differential inclusion (LDI) result [14],

it is true that all trajectories of the nonlinear shaped plant can be represented by trajecto-

ries of the polytopic LVP system. However, the converse is not true. Some trajectories

of (6.19) are not the trajectories of the nonlinear shaped plant and hence, some con-
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servatism is imposed in the design when the nonlinear plant is described as a polytopic

LPV system.

Theorem 6.3: Let the nominal plant and pre-compensator are strictly proper and

−ywmax,j ≤ ywj ≤ ywmax,j is the known bound for jth channel where j = 1, . . . ,m,

then the shaped plant with input saturation can be represented as a Polytopic LPV sys-

tem

[
As Bs

Cs 0

]
as defined in (6.19). If the triplet (As, Bs, Cs) is stabilizable and de-

tectable for all Φ in the polytope Ω =
{∑2m

i=1 αiωi : αi ≥ 0,
∑2m

i=1 αi = 1
}
, where Bs =

B̃ =

[
0

Bw

]
and Cs = C̃ =

[
Cn 0

]
, there exists an LPV controller for γ ≥ 1

with supΦ∈Ω sup‖w‖2 6=0, w∈L2

‖z‖2
‖w‖2 ≤ γ where z =

[
zT
1 zT

2

]T
and w =

[
wT

1 wT
2

]T

(shown in Figure 6.2), if and only if, the following matrix inequalities hold for every

i = 1, . . . , 2m

(
NR 0

0 I

)T




AsiR + RAsi
T R

[
0 C̃T

] [
0 B̃

]
[

0

C̃

]
R −γI

[
0 0

I 0

]

[
0

B̃T

] [
0 I

0 0

]
−γI




(
NR 0

0 I

)
< 0 (6.20)

(
NS 0

0 I

)T




Asi
T S + SAsi S

[
0 B̃

] [
0 C̃T

]
[

0

B̃T

]
S −γI

[
0 I

0 0

]

[
0

C̃

] [
0 0

I 0

]
−γI




(
NS 0

0 I

)
< 0 (6.21)

and (
R I

I S

)
≥ 0 (6.22)

where, R > 0, S > 0, NR and NS are the bases of the null spaces of
[

B̃T I 0
]

and[
C̃ I 0

]
respectively.

Proof: It is assumed that the nominal plant and pre-compensator are strictly proper.

Hence, referring to the state-space models defined in (6.12) and (6.13), we have Dn = 0
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and Dw = 0 and from (6.17), Bs = B̃ =

[
0

Bw

]
, Cs = C̃ =

[
Cn 0

]
and Ds = 0

are obtained. From Figure 6.2, the generalized plant for H∞ loop shaping control in

four-block synthesis framework can be obtained as

˙̄x = Asx̄ + B̃w2 + B̃u

z1 = u

z2 = C̃x̄ + w1

y = C̃x̄ + w1





(6.23)

where, x̄ =
[

xT
n xT

w

]T
and y = z2. Comparing (6.23) with (6.5), we have A =

As, B1 =
[

0 B̃
]
, B2 = B̃, C1 =

[
0

C̃

]
, C2 = C̃,D11 =

[
0 0

I 0

]
, D12 =

[
I

0

]
, D21 =

[
I 0

]
and D22 = 0. Since the control input is bounded in each channel, from Propo-

sition 6.1, it is obvious that Φ will be in a given polytope Ω where ωi = 1, . . . , 2m are

the vertices of the polytope and it depicts (6.23) as a generalized polytopic LPV system.

As it satisfies all the assumptions for Theorem 6.2, the theorem can be applied di-

rectly for the generalized plant (6.23) in order to obtain the conditions (6.20)-(6.22) and

this in turn, ensures the existence of a stabilizing controller with a performance bound

γ. ¤

Remark 6.3: The pre-compensator and nominal plant are assumed to be strictly proper

in order to satisfy the assumption (ii) of Theorem 6.2. In [6], a technique has been dis-

cussed where the assumption (ii) is enforced by pre and/or post-filtering the control input

and/or measure output of the generalized plant.

Controller construction

For m number of input channels, the polytope has 2m number of vertices and in Theo-

rem 6.3, the numbers of LMI constraints are (2m+1 +1). If the solvability conditions are

satisfied, we have R, S and γ and this, in turn, indicates there exists an LPV controller.

The idea is now to construct controllers for the vertices of the polytope and to use a

convex combination of these controllers for an arbitrary point of the convex polytope.
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Let the LPV controller Λ(Φ) be

[
Ac(Φ) Bc(Φ)

Cc(Φ) Dc(Φ)

]
(6.24)

and it will be obtained by following the procedure given in [6]. From (6.23) and (6.24),

the closed-loop system becomes




˙̄x

ẋc

z1

z2




=




As + B̃DcC̃ B̃Cc B̃Dc B̃

BcC̃ Ac Bc 0

DcC̃ Cc Dc 0

C̃ 0 I 0







x̄

xc

w1

w2




(6.25)

⇒ ẋcl = Aclxcl + Bclw

z = Cclxcl + Dclw

}
(6.26)

where xc is the controller state, xcl =
[

x̄T xT
c

]T
, w =

[
wT

1 wT
2

]T
and z =

[
zT
1 zT

2

]T
. Here, the dependence on Φ is not shown for simplicity and Acl, Bcl, Ccl

and Dcl are the closed-loop state-space matrices with proper dimensions. Now, these

matrices can be written as follows:

Acl = Ac
0 + BcΛΠ, Bcl = Bc

0 + BcΛE21,

Ccl = Cc
0 + E12ΛΠ, Dcl = Dc

0 + E12ΛE21

}
(6.27)

where,

Ac
0 =

[
As 0

0 0

]
, Bc

0 =

[
0 B̃

0 0

]
, Cc

0 =

[
0 0

C̃ 0

]
, Dc

0 =

[
0 0

I 0

]

Bc =

[
0 B̃

I 0

]
, Π =

[
0 I

C̃ 0

]
, E21 =

[
0 0

I 0

]
, E12 =

[
0 I

0 0

]





(6.28)

Bc, Π, E21, E12 are parameter independent and the state-space matrices Acl, Bcl, Ccl and

Dcl are the affine functions of Λ. Now, after having the two stabilizing solutions R and S

from Theorem 6.3, the closed-loop Lyapunov matrix P correspond to (6.26) is obtained
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as the unique solution of the following linear equation (see Appendix-B)

[
S I

ÑT 0

]
= P

[
I R

0 M̃T

]
(6.29)

where M̃ and Ñ are full rank matrices with M̃ÑT = I −RS. When P is known, at ith

vertex the controller Λi is calculated by solving the following matrix inequality which is

obtained from Lemma 6.2.



AT
cl(ωi)P + PAcl(ωi) PBcl(ωi) CT

cl(ωi)

BT
cl(ωi)P −γI DT

cl(ωi)

Ccl(ωi) Dcl(ωi) −γI


 < 0 (6.30)

where, Acl, Bcl, Ccl, Dcl are the closed-loop state-space matrices as defined in (6.27)-

(6.28) and ωi, i = 1, . . . , 2m are the vertices of the polytope. The controller LMI can

easily be formed from (6.30) (see Section A.1 in Appendix-A) and 2m number of con-

trollers are designed at vertices of the polytope. These controllers are scheduled based

on a strategy when Φ varies in the given polytope [6] (see Section A.2 in Appendix A).

Finally, combining pre-compensator with Λ(Φ) the LPV H∞ loop shaping controller is

obtained.

Remark 6.4: Since (6.23) is a generalized polytopic LPV system, using vertex property

presented in Theorem 6.1, the performance bound γ is ensured in the given polytope Ω.

The controllers at each vertices are designed off-line and based on the varying parameter

in the polytope, the controllers are interpolated. The designed controller is also a poly-

topic LPV controller.

Remark 6.5: The γ is obtained for all the shaped plants that lie in a given poly-

tope. Hence, γ−1 accounts robust stability margin for the normalized coprime factor

uncertainty of the shaped plant when input saturation remains in a pre-specified limit.

6.4 Robust controller design with input saturation using

Popov stability criteria

In this section, using H∞ loop shaping approach a different design technique has been

proposed to achieve robustness of an LTI plant with input saturation constraint. Like



142 Robust control with input saturation: H∞ loop shaping approach

in preceding section, here it is also assumed that in each channel, the maximum in-

put to actuator is limited that indicates, the saturation nonlinearity satisfies a local

sector-bound. With this sector-bound condition, the H∞ loop shaping synthesis frame-

work has been transformed into an equivalent Lur’e type system and then, adopting the

Popov absolute stability criteria a robust controller has been designed to ensure certain

robustness. Here, the upper bound of L2-gain between the exogenous and objective

signal is minimized to improve the performance and stability of the closed-loop system.

This effectively yields the robust stability margin for normalized coprime factor uncer-

tainty description of the shaped plant. The design constraints are formulated in BMI

framework [9].

Note that, the BMI design constraint is well-known in robust control theory. How-

ever, the complexity due to its non-convex characteristics makes it hard to apply BMIs

to control synthesis problems. Even though several algorithms have been proposed, their

performances depend on how to relax given BMI problems. Iterative method is one of

the simplest technique that can be adopted for solving BMI problem but no conver-

gence algorithm is yet addressed that can reduce the computational burden [105]. The

existing algorithms all are iterative in nature, and the basic idea lies in the technique to

convert the BMI constraint into LMI form by fixing some variables. One such popular

algorithm is the V-K iteration [8, 9]. In this algorithm, the first step employs a convex

optimization problem to find out the Popov parameters by fixing the controller matrices.

On the other hand, K-iteration is the synthesis step, where the controller matrices with

optimal performance bound are found out by fixing the Popov parameters. However,

in the present work we have used the LMI based iterative method tom solve synthesis

problem with BMI constraints. This LMI based iterative method helps to analyze the

convergency of V-K algorithm.

6.4.1 H∞ loop shaping control with input saturation: Lur’e type sys-

tem representation

Figure 6.4 depicts the equivalent four-block synthesis structure for H∞ loop shaping

control which is already shown in Figure 6.21. Here, we consider the state-space mod-

els of nominal plant G and pre-compensator W as given in (6.12) and (6.13) respec-

tively. The dimensions of state-space matrices are given as follows: An ∈ <nn×nn , Bn ∈
<nn×m, Cn ∈ <ny×nn , Dn ∈ <ny×m, Aw ∈ <nw×nw , Bw ∈ <nw×m, Cw ∈ <m×nw , Dw ∈

1Here, the position of exogenous input vectors w1 and w2 has been interchanged, however, it does
not lose any generality (see Section 2.4 in Chapter 2).
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Figure 6.4: Four-block synthesis framework for H∞ loop shaping control with
input saturation constraint

<m×m. In normalized form, the saturation nonlinearity has been defined in (6.14).

Now, the block-diagram shown in Figure 6.4 has to be transformed into a Lur’e type

system by replacing the saturation block with dead-zone nonlinearity in combination

with a linear part that has been shown in Figure 6.5 [45].

Defining the dead-zone nonlinearity as dzn(yw), we have un = sat(yw) = yw −
dzn(yw) and at jth channel, if the saturation nonlinearity satisfies the sector condition

βjy
2
wj ≤ satj(ywj)ywj ≤ y2

wj

where βj = 1
ywmax,j

for j = 1, . . . ,m, we have

−y2
wj ≤ −satj(ywj)ywj ≤ −βjy

2
wj

⇒ 0 ≤ ywj(ywj − satj(ywj)) ≤ y2
wj(1− βj)

⇒ 0 ≤ ywj dzn(ywj) ≤ y2
wj(1− βj).

For simplicity, we assume that the maximum bounds of input signals at each channel are

same and it is ywmax,j = ν for j = 1, . . . , m and β = 1
ν . In Figure 6.5, we have defined

zs = yw and output of the dead-zone nonlinear element is ws. Then, considering the

objective and exogenous signal vectors respectively as [zT
s zT

2 zT
1 ]T and [wT

s wT
2 wT

1 ]T ,

and assuming Dw = 0, we have a generalized plant

ẋs = Aaxs + Bβ
wsws + Be

ww + Buu

zs = Czsxs

z = Czxs + Dβ
wszws + Dwzw + Duzu

y = Cyxs + Dβ
wsyws + Dwyw





(6.31)
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Figure 6.5: Four-block synthesis framework for H∞ loop shaping control with
dead-zone nonlinearity

where, xs = [xT
n xT

w]T , y = z2, u = z1, z = [zT
2 zT

1 ]T and w = [wT
2 wT

1 ]T . The matrices

Bβ
ws , Dβ

wsz and Dβ
wsy are obtained respectively by multiplying Bws =

[
−Bn

0

]
, Dwsz =

[
−Dn

0

]
and Dwsy = −Dn with (1 − β) and the structure of the matrices are shown

below:

Aa =

[
An BnCw

0nw×nn Aw

]
, Bβ

ws
=

[
−(1− β)Bn

0nw×m

]
, Be

w =

[
0nn×ny 0nn×m

0nw×ny Bw

]
,

Bu =

[
0nn×m

Bw

]
, Czs =

[
0m×nn Cw

]
, Cz =

[
Cn DnCw

0m×nn 0m×nw

]
,

Cy =
[

Cn DnCw

]
, Dβ

wsz =

[
−(1− β)Dn

0m×m

]
, Dwz =

[
Iny 0ny×m

0m×ny 0m×m

]
,

Duz =

[
0ny×m

Im

]
, Dβ

wsy = −(1− β)Dn, Dwy =
[

Iny 0ny×m

]
.

Note that after scaling, the nonlinearity dznj(zsj)
(1−β) remains in the sector bound [0 1].

Let us consider the state-space model of the controller as

ẋc = Acxc + Bcy

u = Ccxc + Dcy

}
(6.32)

where, xc ∈ <(nn+nw=nc) is the controller state vector and Ac, Bc, Cc, Dc are with



6.4 Robust controller design with input saturation using Popov stability
criteria 145

proper dimensions. Combining (6.31) and (6.32), the closed-loop system becomes




ẋs

ẋc

zs

z




=




Aa + BuDcCy BuCc Bβ
ws + BuDcD

β
wsy Be

w + BuDcDwy

BcCy Ac BcD
β
wsy BcDwy

Czs 0 0 0

Cz + DuzDcCy DuzCc Dβ
wsz + DuzDcD

β
wsy Dwz + DuzDcDwy







xs

xc

ws

w




.

Now, considering the closed-loop state vector as xcl = [xT
s xT

c ]T , in state-space model it

can be written as
ẋcl = Aclxcl + Bcl

ws
ws + Bcl

ww

zs = Ccl
zs

xcl

z = Ccl
z xcl + Dcl

wszws + Dcl
wzw





(6.33)

where,

Acl =

[
Aa + BuDcCy BuCc

BcCy Ac

]
, Bcl

ws
=

[
Bβ

ws + BuDcD
β
wsy

BcD
β
wsy

]
,

Bcl
w =

[
Be

w + BuDcDwy

BcDwy

]
, Ccl

zs
=

[
Czs 0m×nc

]
, Ccl

z =
[

Cz + DuzDcCy DuzCc

]
,

Dcl
wsz = Dβ

wsz + DuzDcD
β
wsy, Dcl

wz = Dwz + DuzDcDwy.

In block-diagram form, (6.33) can be represented as follows:

dzn()

z
w s
s

( )1− β

w zLTI   Plant

Figure 6.6: Lur’e type system

Note that, the system shown in Figure 6.6 is in the form of a Lur’e system (see Figure

6.1). Now in synthesis framework, a controller (6.32) has to be designed such that the

robust stability will be ensured leading to minimize the L2-gain between w and z. In

order to achieve this objective, the Popov absolute stability criteria has been adopted
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with a Lyapunov function of the following form [14]

V (xcl) = xT
clPxcl + 2

m∑

j=1

ξj

∫ Ccl
zs,jxcl

0
φj(ζ)dζ (6.34)

where, Ccl
zs,j is the jth row of the matrix Ccl

zs
, j = 1, . . . , m and φj(.) = dznj(.)

(1−β) .

6.4.2 Controller synthesis

The system described in (6.33) is the equivalent Lur’e type system representation of

the H∞ loop shaping control framework when input saturation is taken into account.

Note that, the minimized upper bound of L2-gain between w and z will account (inverse

of this gain) the robust stability margin for the normalized coprime factor uncertainty

description of the shaped plant when control input does not exceed the pre-specified

saturation level. To minimize L2 gain between w and z, the following theorem is pre-

sented.

Theorem 6.4 [14]: The upper bound on the L2-gain between w and z is finite if

there exists a Lyapunov function in the form (6.34) and satisfies




PAcl + AclT P + Ccl
z

T
Ccl

z AclT Ccl
zs

T Υ + PBcl
ws

+ Ccl
z

T
Dcl

wsz + Ccl
zs

T
T

ΥCcl
zs

Acl + Bcl
ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T Υ + Dcl
wsz

T
Dcl

wsz − 2T

Bcl
w

T
P + Dcl

wz
T
Ccl

z Bcl
w

T
Ccl

zs

T Υ + Dcl
wz

T
Dcl

wsz

PBcl
w + Ccl

z
T
Dcl

wz

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I


 ≤ 0 (6.35)

where γ2 > 0, Υ = diag(ξ1, . . . , ξm) ≥ 0 and T = diag(τ1, . . . , τm), and the bound can be

obtained by solving the following optimization problem:

Minimize γ2

Subject to (6.35), P > 0, Υ ≥ 0, T ≥ 0

}
(6.36)

Proof: See Section A.3 in Appendix A. ¤

In Theorem 6.4, a sufficient condition has been presented for the existence of the Lya-
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punov function of Lur’e type leading to ensure absolute stability of the system (6.33) by

minimizing the upper bound of L2-gain between w and z. The unknown variables are

symmetric positive definite matrix P, T and the scalar terms ξj , j = 1, . . . , m which are

placed with the integration term as shown in (6.34). The existence of feasible solutions

yield the existence of (6.34) that in turn, establishes a sufficient condition for absolute

stability of the Lur’e system (6.33). Furthermore, by solving the problem (6.36) in LMI

framework one can easily find the L2-gain γ.

Remark 6.6: Note that, when the controller matrices (Ac, Bc, Cc and Dc) are known,

(6.36) is an LMI problem that provides an analytical framework for LTI plant with in-

put saturation constraint. However, applying this theorem the controller (6.32) can not

be synthesized straightforwardly as (6.36) consists of some product terms involving with

unknown matrices Ac, Bc, Cc and Dc.

In the following, a procedure has been given for designing a strictly proper controller

(Dc = 0)[9]. Note that, with unknown Ac, Bc, Cc,Υ, P and γ, (6.35) is a nonlinear

matrix inequality constraint. After some simplifications and changing the variables, this

problem can be formulated into the BMI framework. To obtain it, first, the nonlinear

constraint (6.35) has to be rewritten in such a way that the variable matrix Ac will be

eliminated. In the following steps, this procedure has been illustrated in detail. From

(6.33) (with Dc = 0), we have

Acl =

[
Aa BuCc

BcCy 0nc×nc

]
+

[
0nc×nc

Inc

]
Ac

[
0nc×nc Inc

]
= Ā0 + JAcJ

T (6.37)

where Ā0 =

[
Aa BuCc

BcCy 0nc×nc

]
and J =

[
0nc×nc

Inc

]
. Replacing Acl = Ā0 + JAcJ

T in

(6.35), we have




PĀ0 + ĀT
0 P + Ccl

z
T
Ccl

z ĀT
0 Ccl

zs

T Υ + PBcl
ws

+ Ccl
z

T
Dcl

wsz + Ccl
zs

T
T

ΥCcl
zs

Ā0 + Bcl
ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T Υ + Dcl
wsz

T
Dcl

wsz − 2T

Bcl
w

T
P + Dcl

wz
T
Ccl

z Bcl
w

T
Ccl

zs

T Υ + Dcl
wz

T
Dcl

wsz

PBcl
w + Ccl

z
T
Dcl

wz

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I
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+




PJ

ΥCcl
zs

J

0(ny+m)×nc


Ac

[
JT 0nc×m 0nc×(ny+m)

]

+




J

0m×nc

0(ny+m)×nc


AT

c

[
JT P JT Ccl

zs

T Υ 0nc×(ny+m)

]
< 0. (6.38)

Note that, Ccl
zs

J = 0m×nc and defining ΠT =
[

JT P 0nc×m 0nc×(ny+m)

]
and ΞT =[

JT 0nc×m 0nc×(ny+m)

]
, (6.38) can be written in the following form

Ψ + ΠAcΞT + ΞAT
c ΠT < 0, (6.39)

where Ψ is the first term of the inequality (6.38). Now, taking the orthogonal comple-

ments of ΠT and ΞT respectively as

Π⊥ =




P−1J⊥ 0 0

0 Im 0

0 0 I(ny+m)


 and Ξ⊥ =




J⊥ 0 0

0 Im 0

0 0 I(ny+m)


 ,

and applying the elimination lemma (see Chapter 1), we have a solution Ac from (6.39),

if and only if,

ΞT
⊥ΨΞ⊥ < 0 and ΠT

⊥ΨΠ⊥ < 0 (6.40)

hold, where J⊥ =

[
Inc

0nc×nc

]
is the orthogonal complement of JT . To find the solution,

P and P−1 are partitioned as

P =

[
P̃ M̃

M̃T R̃

]
, P−1 =

[
Q̃ Ñ

ÑT S̃

]
(6.41)

where ÑM̃T = I − Q̃P̃ . Then replacing P and P−1 in (6.40) and defining Y = CcÑ
T

and Z = M̃Bc, (6.40) is simplified as follows (see A.4 in Appendix-A):




P̃Aa + ZCy + AT
a P̃ + CT

y ZT + Ccl
z

T
Ccl

z

ΥCcl
zs

Aa + Dβ
wsy

T
ZT + Bβ

ws

T
P̃ + Dβ

wsz
T
Cz + TCzs

BT
w P̃ + DT

wyZ
T + DT

wzCz
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(.)T (.)T

ΥCzsB
β
ws + Bβ

ws

T
CT

zs
Υ + Dβ

wsz
T
Dβ

wsz − 2T (.)T

BT
wCT

zs
Υ + DT

wzD
β
wsz DT

wzD
β
wsz

T − γ2I


 < 0

(6.42)


AaQ̃ + BuY + Q̃AT
a + Y T BT

u

ΥCzsAaQ̃ + ΥCzsBuY + Dβ
wsz

T
CzQ̃ + Dβ

wsz
T
DuzY + TCzsQ̃ + Bβ

ws

T

BT
w + CzQ̃ + DuzY

CzQ̃ + DuzY

(.)T (.)T (.)T

ΥCzsB
β
ws + Bβ

ws

T
CT

zs
Υ + Dβ

wsz
T
Dβ

wsz − 2T (.)T (.)T

BT
wCT

zs
Υ + DT

wzD
β
wsz DT

wzDwz − γ2I (.)T

0 0 −I




< 0.

(6.43)

The inequality (6.43) is not linear as there are some product terms comprising Υ, T, Q̃

and Y . When T and Υ are fixed, (6.43) is an LMI in Q̃, Y and for fixed Q̃, Y , (6.43) is

an LMI in Υ, T . The positive definite constraint on P̃ , Q̃ is imposed from the existence

of symmetric matrices U1 and U2 such that [9]




U1 ZT 0 0

Z P̃ I 0

0 I Q̃ Y T

0 0 Y U2




> 0. (6.44)

Hence, finally the optimization problem becomes

Minimize γ2

Subject to (6.42), (6.43), (6.44), Υ ≥ 0, T ≥ 0

}
. (6.45)

Design steps

1. Without considering the effect of saturation, for a given nominal plant G, a H∞
loop shaping controller is designed. The selected pre-compensator is W.

2. With known controller matrices which are obtained from step 1, (6.36) is solved

to find the optimal Υ and T .

3. For each diagonal element of Υ and T , grid the range from 0 to its optimal value.
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Finer grid depicts better result.

4. At each node, fix Υ and T in (6.45). Then, LMI (6.45) is solved to find γ, P̃ , Q̃,

Y, Z, U1 and U2. This step is carried out for each node and find the minimum γ.

5. Corresponding to the node where minimum γ is obtained, P̃ , Q̃, Y, Z, U1 and U2

are calculated.

6. Then, M̃ and Ñ are selected such that ÑM̃T = I − Q̃P̃ and using the relations

Y = CcÑ
T and Z = M̃Bc, the controller matrices Cc and Bc are found out.

7. The closed-loop Lyapunov matrix P is found out and then, Ac is calculated by

solving the LMI constraint (6.39).

8. Combining weight with the controller, the H∞ loop shaping controller is obtained.

6.5 Numerical example

In control system literatures, many researchers have studied the linearized longitudinal

dynamics of F-8 Aircraft model as an example of saturation control to show the effec-

tiveness of their proposed methods [28, 51, 52] (already discussed in Chapters 3 and 5).

The same example has been considered here.

The linearized state space model of the longitudinal dynamics of F-8 aircraft is shown

below [52]:

ẋn =




−0.8 −0.0006 −12 0

0 −0.014 −16.64 −32.2

1 −0.0001 −1.5 0

1 0 0 0




xn +




−19 −3

−0.66 −0.5

−0.16 −0.5

0 0




us

yn =

[
0 0 0 1

0 0 −1 1

]
,

where xn is the state vector, us is the saturated input vector and yn is the output vector.

When there is no saturation, us = u. The physical interpretation of these three vectors is

described in Chapter 5. The post-compensator is taken as an identity matrix and, since

the plant is open loop stable and minimum phase system, there is no such restriction on

closed-loop band width which is a major consideration for pre-compensator selection.
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Figure 6.7: Singular values of the nominal and shaped plant

The saturation limits are considered as ±8◦ in both the input channels. The closed-

loop specifications are as follows: the steady state error does not exceed ±2% for the

step commands and in presence of actuator saturation, the stability of the closed-loop

system should be ensured leading to graceful performance degradation. To satisfy these

closed-loop requirements, a pre-compensator W is selected and in absence of saturation,

it is enough to meet the design objectives (γ= 2.517). The selected pre-compensator is

W =

[
10(s+0.3)

s(s+8) 0

0 20(s+1.5)
s(s+1)

]

and in Figure 6.7, the singular values of the shaped and nominal plant have been shown.

Without considering the saturation constraint, an LTI H∞ loop shaping controller has

been designed (controller state-space matrices are given in Section A.5 in Appendix

A). In Figures 6.8-6.11, the output responses and control inputs at both the channels

have been demonstrated for this controller with and without considering the saturation.

However, in presence of input saturation nothing can be said about the performance

bound of the closed-loop system while the LTI controller is used.

6.5.1 Controller synthesis using LPV approach

In the proposed LPV approach, the same pre-compensator has been considered and, φ1

and φ2 are defined as two varying parameters to indicate the level of saturation of the
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Figure 6.8: Output response of the plant at channel-1 when reference input is
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Figure 6.9: Output response of the plant at channel-2 when reference input is
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system in both the channels. It is also assumed that the parameters lie in between 0 to

0.7 (i.e., slope βj , j =1, 2 in Figure 6.3 vary in between 1 to 0.3) that corresponds to
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Figure 6.10: Control input at channel-1
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Figure 6.11: Control input at channel-2

a polytope with vertices at (0, 0), (0, 0.7), (0.7, 0) and (0.7, 0.7). Following the design

method given in Section 6.3, four different controllers have been designed corresponding

to four vertices of the polytope and the optimal value of γ is achieved as 3.522 by solving
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the optimization problem posed in Theorem 6.3. The LPV gain scheduled controller

following the procedure given in A.2 (Appendix-A) has been simulated in MATLAB

environment and the output responses as well as the control inputs of the system have

been illustrated in Figures 6.8-6.11. The scheduling variables φ1 and φ2 are shown in

Figure 6.12 which do not exceed the limit 0.7 (i.e., the slope remains in the pre-specified

range (1 to 0.3) that in turn indicates, the maximum control input to saturation element

does not exceed the limit ywmax,j ,  = 1, 2 as shown in Figure 6.3). It appears that

the LPV controller gives better result than the LTI controller due to gain scheduling

synthesis when control inputs reach to saturation. Moreover with input saturation,

the LPV approach gives a robust stability margin (ε = 1
γ = 0.284) for the normalized

coprime factor uncertainty of the shaped plant.
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Figure 6.12: Time-varying scheduling parameters

6.5.2 Controller design using Popov stability criteria

Now, another H∞ loop shaping controller will be designed using the second approach

discussed in Section 6.4. In normalized scale, for both the channels ywmax,j , j = 1, 2 are

pre-specified. Using the design procedure given in Section 6.4, the following results are

obtained. First, without considering saturation, an LTI H∞ loop shaping controller is

designed for the same shaped plant which is formed in the first approach. Now, fixing
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the controller matrices in (6.36), the optimal Υ = diag(ξ1, ξ2) and T = diag(τ1, τ2)

are obtained. For different values of ywmax,j , j = 1, 2, the optimal solutions are given in

Table 6.1. Note that, the specified ywmax,j is same for both the channels.

ywmax,j , j = 1, 2 ξ1 ξ2 τ1 τ2

1.5 0.0443387 0.0012097 96.6599049 1.5751209
2.0 0.1373460 0.0025723 182.9571205 2.6613832
2.5 0.1438812 0.0021810 276.0224989 3.5904587
3.0 0.1509746 0.0019397 372.8507782 4.4125657
3.5 0.1753650 0.0019012 483.2929637 5.2045033

Table 6.1: Optimal multiplier parameters for different choice of ywmax

Here, the four ranges from 0 to their optimal values for ξ1, ξ2, τ1 and τ2 are grided.

Then for a given ywmax,j , j = 1, 2, the LMI (6.45) is solved at each node by fixing the

values of Υ and T . The values of multipliers are given in Table 6.2 corresponding to that

node where minimum γ is obtained. After finding this node, the controller is designed

using the design steps mentioned in Section 6.4. In Table 6.2, it is shown that, when

the level of saturation is increased (i.e., ywmax,j is increased) γ is also increased. That

is, the robust stability margin is decreased.

ywmax,j , j = 1, 2 γ ξ1 ξ2 τ1 τ2

1.5 2.7118 0.0147795 0.0004032 96.6599049 1.5751209
2.0 2.9488 0.0457820 0.0008574 182.9271205 2.6613832
2.5 3.1387 0.0479604 0.0007270 184.0149993 3.5904987
3.0 3.4267 0.05032486 0.0006465 186.4253891 4.4125657
3.5 3.6122 0.0584550 0.0006337 241.6464818 2.6022516

Table 6.2: Optimal γ for different ywmax

6.6 Conclusions

In this chapter, using H∞ loop shaping approach two different design techniques have

been proposed in order to achieve robustness of an LTI plant with input saturation

constraint. In first approach, the shaped plant has been presented as a polytopic LPV

system considering input saturation. Then in LMI framework, an LPV H∞ loop shaping

controller has been designed by adopting the vertex property of the polytopic LPV plant.
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Note that, the assumption on nominal plant and pre-compensator, i.e., strictly proper-

ness leads to a conservative design procedure. For controller synthesis, the parameter

independent Lyapunov function approach has been adopted due to vertex property of

the polytopic LPV plant. The designed controllers are scheduled on basis of the time-

varying parameters which are defined to capture the information of saturation level of

the closed-loop system. In the second approach, the H∞ loop shaping design frame-

work with input saturation constraint has been transformed into Lur’e type system.

Then, Popov absolute stability criteria has been applied to ensure closed-loop stability

of the system and subsequently, its L2-performance bound is minimized. The design

constraints are posed in BMI framework. Fixing the multiplier parameters, the prob-

lem has been converted into LMI form. Then solving the LMI constraints, controller

has been designed. Also note that, using this method only a full order strictly proper

controller can be designed which is a drawback of this approach. To illustrate both the

techniques, a numerical example has been elucidated.

In comparison, the LPV approach is superior than the Lur’e type system represen-

tation approach to design a H∞ loop shaping controller considering input saturation

constraint. In the second approach, the design constraints are formulated in BMI form

that imparts more computational burden to the designer. Further, using this approach

one can only design a strictly proper controller which is a drawback of this method.



C H A P T E R 7

Conclusions

This work presents the robust controller design technique for LTI plant using H∞ loop

shaping approach. The synthesis problems have been formulated in LMI framework that

leads some computational advantages for controller design. In the following section, the

main contributions of this thesis are summarized and subsequently, related to this work

some future research directions have also been discussed.

7.1 Thesis Summary

The main contributions of this thesis are given as follows:

• In Chapter 2, some important design aspects of H∞ loop shaping method have

been discussed in detail along with some useful remarks and derivations. For

shaping open-loop singular values, a new method for pre-compensator selection

has been proposed that comprises two different algorithms. The first algorithm

is simple, however, does not include condition number minimization of the pre-

compensator in weight selection procedure. Whereas in second algorithm, pre-

compensator is selected by minimizing its condition number in LMI framework

that in turn, reduces loop deterioration. The second algorithm is posed in LMI

framework which is numerically attractive.
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• In Chapter 3, the parametric H∞ loop shaping control problem has been for-

mulated in LMI framework. In parallel with Riccati equation based state-space

approach, a new set of solvability conditions has been derived for the existence of

stabilizing controller. With non-unity parameter, the proposed method circum-

vents the computational burden for calculating the optimal performance bound. In

addition, a complete correspondence between Riccati equation based state-space

method and LMI approach has been established. In the proposed technique, the

observer-based structure of the controller has also been realized. The effectiveness

of the proposed technique has been demonstrated through a numerical example.

• In Chapter 4, a new set of sufficient conditions for the existence of static H∞
loop shaping controller has been proposed. The results are obtained in four-block

H∞ synthesis framework which is equivalent to normalized coprime factor robust

stabilization problem. The work is numerically attractive as the design constraints

are formulated in LMI form. Two numerical examples are illustrated to show the

effectiveness of the proposed method. Further, this method has been applied to

load frequency control problem of inter-connected power system. The performance

robustness of the system against the load disturbances and parametric uncertainty

has been carried out by adopting the real µ-analysis technique. The performance

of static controller has been compared with full-order H∞ loop shaping controller

through simulation studies.

• With bounded control inputs, the local stabilization problem of LTI plant has

been addressed in Chapter 5. For stabilization, a parametric H∞ loop shaping

controller has been designed leading to maximize the region of attraction of the

closed-loop system when control inputs are bounded by pre-specified limits. The

introduced parameter is selected from design constraints to achieve a better trade-

off among design objectives. Further, this design problem has also been extended

for uncertain LTI plant whose uncertainty is described as perturbations to normal-

ized coprime factors of the shaped plant. By this approach, an output feedback

H∞ loop shaping controller has been designed such that, with bounded control

inputs the local stabilization is accomplished for certain level of uncertainty of

the LTI plant and subsequently, the region of attraction is also maximized. The

synthesis problems are formulated in LMI framework and two numerical examples

are provided to illustrate the effectiveness of the proposed method.
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• In Chapter 6, adopting the H∞ loop shaping method, robust controller has been

designed for LTI plant with input saturation constraint. The design is performed in

four-block synthesis framework which is equivalent to the normalized coprime fac-

tor robust stabilization problem. In this chapter, two different design approaches

have been proposed. In first approach, the controller has been designed by repre-

senting the shaped plant as polytopic LPV system when input saturation is taken

into account. Exploiting the vertex property of the polytopic LPV plant, in LMI

framework different controllers have been designed at vertices of the polytope.

These controllers are scheduled on basis of the time-varying parameters that are

employed to capture the information of saturation level of the closed-loop system.

In this approach, a specified performance bound is guaranteed as the shaped plant

is assumed to be lying in a given polytope. In second approach, the design frame-

work for H∞ loop shaping control with input saturation has been transformed

into Lur’e type system. For controller synthesis, the Popov absolute stability has

been adopted that ensures a robust performance bound for certain level of actua-

tor saturation limit. The design constraints are posed in BMI framework and an

iterative algorithm is used to find the robust controller.

7.2 Scopes for future Work

Related to this work, some future scopes are outlined here in which directions the

research work can be carried out.

• It is possible to extend the method of Chapter 2 by introducing an optimization

problem that simultaneously minimizes the performance bound γ and condition

number of the compensator to achieve less loop deterioration.

• For parameter varying system or the LTI plant with input saturation, a systematic

weight (compensator) selection procedure can be developed that will maintain the

open-loop gain in spite of parameter variation or input saturation constraint.

• Instead of a scalar parameter, a gain matrix can be introduced in parametric H∞
loop shaping control to increase design flexibility.

• For stable open loop plant, it is worthwhile to study the semi-global and global

stability with bounded control inputs using H∞ loop shaping approach.
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• With input saturation, a robust anti-windup scheme for H∞ loop shaping control

can be proposed. Subsequently, an investigation can also be made for anti-windup

compensation design for polytopic systems by adopting parameter dependent Lya-

punov function approach and H∞ loop shaping design technique.

• To investigate the improvement of results, the parameter dependent Lyapunov

function approach can be applied to first method of Chapter 6 where polytopic

LPV approach has been used to design robust controller.

• Development of decentralized H∞ loop shaping control scheme for a system subject

to input saturation can be investigated.
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Appendix-A

A.1 Controller LMI

We rewrite (6.30).




AT
cl(ωi)P + PAcl(ωi) PBcl(ωi) CT

cl(ωi)

BT
cl(ωi)P −γI DT

cl(ωi)

Ccl(ωi) Dcl(ωi) −γI


 < 0 (A.1)

where Acl, Bcl, Ccl, Dcl are the closed-loop state-space matrices defined in (6.27)-(6.28)

and ωi, i = 1, . . . , 2m are the vertices of the polytope. For simplicity of notation, depen-

dence on ωi is omitted and using (6.27)-(6.28) in (A.1), we have




(Ac
0
T + ΠT ΛT BcT )P + P (Ac

0 + BcΛΠ) P (Bc
0 + BcΛE21) Cc

0
T + ΠT ΛT ET

12

(Bc
0
T + ET

21Λ
T BcT )P −γI Dc

0
T + ET

21Λ
T ET

12

Cc
0 + E12ΛΠ Dc

0 + E12ΛE21 −γI


 < 0

⇒ Ψ + UT ΛT V + V T ΛU < 0 (A.2)
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where,

Ψ =




Ac
0
T P + PAc

0 PBc
0 Cc

0
T

Bc
0
T P −γI Dc

0
T

Cc
0 Dc

0 −γI


 , UT =




ΠT

ET
21

0


 and V T =




PBc

0

E12


 .

Since P is known, Ψ, U, V are also known matrices. Using MATLAB LMI toolbox, (A.2)

is solved at each vertex of the polytope. The obtained solution is Λ that comprises the

state-space matrices of the controller.

A.2 Gain scheduling

Let we consider,

[
Aci Bci

Cci Dci

]
, i = 1, . . . , 2m are the designed controller at different

vertices of the polytope. Then the LPV controller will be scheduled in the following way

[6]. (
Ac(Φ) Bc(Φ)

Cc(Φ) Dc(Φ)

)
=

2m∑

i=1

αi

(
Aci Bci

Cci Dci

)

where, 0 ≤ αi ≤ 1 and
∑2m

i=1 αi = 1.

for m = 1 :

The variable is φ1 and φ1,min ≤ φ1 ≤ φ1,max. Then α1 = v1 and α2 = (1 − v1) where

v1 = φ1,max−φ1

φ1,max−φ1,min
.

for m = 2 :

The variables are φ1 and φ2 where φ1,min ≤ φ1 ≤ φ1,max, φ2,min ≤ φ2 ≤ φ2,max.

Then, α1 = v1v2, α2 = (1 − v1)v2, α3 = v1(1 − v2), α4 = (1 − v1)(1 − v2) where

v1 = φ1,max−φ1

φ1,max−φ1,min
and v2 = φ2−φ2,min

φ2,max−φ2,min
.

Similarly for m = 3, 4, . . . , the scheduling can be done.

A.3 Proof of Theorem 6.4[14]

For all xcl and w that satisfy (6.33), the L2-gain of the system (6.33) does not exceed γ

if there exists a Lyapunov function (6.34) and γ ≥ 0 such that

d

dt
V (xcl) ≤ γ2wT w − zT z (A.3)
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is satisfied. Simplifying (A.3), we have

2(xT
clP + wT

s ΥCcl
zs

)(Aclxcl + Bcl
ws

ws + Bcl
ww) ≤ γ2wT w − zT z.

Now, replacing z = Ccl
z xcl + Dcl

wszws + Dcl
wzw, it is simplified as

2(xT
clP + wT

s ΥCcl
zs

)(Aclxcl + Bcl
ws

ws + Bcl
ww)− γ2wT w

+ (Ccl
z xcl + Dcl

wszws + Dcl
wzw)T (Ccl

z xcl + Dcl
wszws + Dcl

wzw) ≤ 0 (A.4)

where xcl satisfies the sector condition

wsj(wsj − Ccl
zsjxcl) ≤ 0, j = 1, . . . , m. (A.5)

Using S-procedure (see Chapter 1), if there exists T = diag(τ1, . . . , τm) ≥ 0 such that

2(xT
clP + wT

s ΥCcl
zs

)(Aclxcl + Bcl
ws

ws + Bcl
ww)− γ2wT w

+(Ccl
z xcl +Dcl

wszws +Dcl
wzw)T (Ccl

z xcl +Dcl
wszws +Dcl

wzw)−2
m∑

j=1

τjwsj(wsj−Ccl
zsjxcl) ≤ 0

(A.6)

is satisfied, then (A.3) holds. Simplifying (A.6), we have

xT
clPAclxcl + xT

clPBcl
ws

ws + wT
s ΥCcl

zs
Aclxcl + wT

s ΥCcl
zs

Bcl
ws

ws + xT
clA

clT Pxcl+

xT
clA

clT Ccl
zs

T
Υws + xT

clPBcl
ww + wT

s ΥCcl
zs

Bcl
ww + wT Bcl

w
T
Pxcl + wT Bcl

w
T
Ccl

zs

T
Υws

+wT
s Bcl

ws

T
Pxcl + wT

s Bcl
ws

T
Ccl

zs

T
Υws − γ2wT w + xT

clC
cl
z

T
Ccl

z xcl + xT
clC

cl
z

T
Dcl

wszws+

xT
clC

cl
z

T
Dcl

wzw+wT
s Dcl

wsz
T
Ccl

z xcl +wT
s Dcl

wsz
T
Dcl

wszws +wT
s Dcl

wsz
T
Dcl

wzw+wT Dcl
wz

T
Ccl

z xcl+

wT Dcl
wz

T
Dcl

wszws + wT Dcl
wz

T
Dcl

wzw − 2wT
s Tws + wT

s TCcl
zs

xcl + xT
clC

cl
zs

T
Tws ≤ 0.

Now, this inequality can be written in the following form

[
xT

cl wT
s wT

]
W




xcl

ws

w


 ≤ 0
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where,

W =




PAcl + AclT P + Ccl
z

T
Ccl

z AclT Ccl
zs

T Υ + PBcl
ws

+ Ccl
z

T
Dcl

wsz + Ccl
zs

T
T

ΥCcl
zs

Acl + Bcl
ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T Υ + Dcl
wsz

T
Dcl

wsz − 2T

Bcl
w

T
P + Dcl

wz
T
Ccl

z Bcl
w

T
Ccl

zs

T Υ + Dcl
wz

T
Dcl

wsz

PBcl
w + Ccl

z
T
Dcl

wz

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I


 .

It is similar to (6.35) and γ can be calculated by solving the optimization problem (6.36).

A.4 BMI constraints

ΞT
⊥ΨΞ⊥ =




JT
⊥ 0 0

0 I 0

0 0 I


×




PĀ0 + ĀT
0 P + Ccl

z
T
Ccl

z ĀT
0 Ccl

zs

T Υ + PBcl
ws

+ Ccl
z

T
Dcl

wsz + Ccl
zs

T
T

ΥCcl
zs

Ā0 + Bcl
ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T Υ + Dcl
wsz

T
Dcl

wsz − 2T

Bcl
w

T
P + Dcl

wz
T
Ccl

z Bcl
w

T
Ccl

zs

T Υ + Dcl
wz

T
Dcl

wsz

PBcl
w + Ccl

z
T
Dcl

wz

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I


×




J⊥ 0 0

0 I 0

0 0 I




=

2
6664
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Ā0 + Bcl

ws

T
P + Dcl

wsz
T

Ccl
z + TCcl

zs

�
J⊥ ΥCcl

zs
Bcl

ws
+ Bcl

ws

T
Ccl

zs

T
Υ + Dcl

wsz
T

Dcl
wsz − 2T�

Bcl
w

T
P + Dcl

wz
T

Ccl
z

�
J⊥ Bcl

w
T

Ccl
zs

T
Υ + Dcl

wz
T

Dcl
wsz

JT
⊥

(
PBcl

w + Ccl
z

T
Dcl

wz

)

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I






A.4 BMI constraints 165

Now, simplifying the block matrices and substituting the expressions for Ā0, C
cl
z , Bcl

w

etc., we have

(1,1) block:JT
⊥

(
PĀ0 + ĀT

0 P + Ccl
z

T
Ccl

z

)
J⊥ = JT

⊥PĀ0J⊥ + JT
⊥ĀT

0 PJ⊥ + JT
⊥Ccl

z
T
Ccl

z J⊥

=
[

I 0
] [

P̃ M̃

M̃T R̃

][
Aa BuCc

BcCy 0

][
I

0

]
+ (.)T +

[
I 0

] [
CT

z

CT
c DT

uz

] [
Cz DuzCc

] [
I

0

]

= P̃Aa + M̃BcCy + AT
a P̃ + CT

y BT
c M̃T + CT

z Cz = P̃Aa + ZCy + AT
a P̃ + CT

y ZT + CT
z Cz

(2, 1) block:ΥCcl
zs

Ā0J⊥ + Bcl
ws

T
PJ⊥ + Dcl

wsz
T
Ccl

z J⊥ + TCcl
zs

J⊥

=
[

ΥCzs 0
] [

Aa BuCc

BcCy 0

][
I

0

]
+

[
Bβ

ws

T
Dβ

wsy
T
BT

c

] [
P̃ M̃

M̃T R̃

] [
I

0

]

+Dβ
wsz

T
[

Cz DuzCc

] [
I

0

]
+

[
TCzs 0

] [
I

0

]

= ΥCzsAa + Bβ
ws

T
P̃ + Dβ

wsy
T
BT

c M̃T + Dβ
wsz

T
Cz + TCzs

= ΥCzsAa + Bβ
ws

T
P̃ + Dβ

wsy
T
ZT + Dβ

wsz
T
Cz + TCzs

(3, 1) block:Bcl
w

T
PJ⊥ + Dcl

wz
T
Ccl

z J⊥

=
[

Be
w

T DT
wyB

T
c

] [
P̃ M̃

M̃T R̃

][
I

0

]
+ DT

wz

[
Cz DuzCc

] [
I

0

]

= Be
w

T P̃ + DT
wyB

T
c M̃T + BT

wzCz = Be
w

T P̃ + DT
wyZ

T + BT
wzCz

(2, 2) block:ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T
Υ + Dcl

wsz
T
Dcl

wsz − 2T

=
[

ΥCzs 0
] [

Bβ
ws

BcD
β
wsy

]
+

[
Bβ

ws

T
Dβ

wsy
T
BT

c

] [
CT

zs
Υ

0

]
+ Dβ

wszD
β
wsz − 2T

= ΥCzsB
β
ws

+ Bβ
ws

T
CT

zs
Υ + Dβ

wszD
β
wsz − 2T
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(3, 2) block:Bcl
w

T
Ccl

zs

T
Υ + Dcl

wz
T
Dcl

wsz

=
[

Be
w

T DT
wyB

T
c

] [
CT

zs
Υ

0

]
+ DT

wzD
β
wsz = Be

w
T CT

zs
Υ + DT

wzD
β
wsz

(3, 3) block:Dcl
wz

T
Dcl

wz − γ2I = DT
wzDwz − γ2I

Hence, ΞT
⊥ΨΞ⊥ < 0 implies




P̃Aa + ZCy + AT
a P̃ + CT

y ZT + CT
z Cz

ΥCzsAa + Bβ
ws

T
P̃ + Dβ

wsy
T
ZT + Dβ

wsz
T
Cz + TCzs

Be
w

T P̃ + DT
wyZ

T + BT
wzCz

(.)T (.)T

ΥCzsB
β
ws + Bβ

ws

T
CT

zs
Υ + Dβ

wszD
β
wsz − 2T (.)T

Be
w

T CT
zs

Υ + DT
wzD

β
wsz DT

wzDwz − γ2I


 < 0

Similarly, ΠT
⊥ΨΠ⊥

=




JT
⊥P−1 0 0

0 I 0

0 0 I


×




PĀ0 + ĀT
0 P + Ccl

z
T
Ccl

z ĀT
0 Ccl

zs

T Υ + PBcl
ws

+ Ccl
z

T
Dcl

wsz + Ccl
zs

T
T

ΥCcl
zs

Ā0 + Bcl
ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

ΥCcl
zs

Bcl
ws

+ Bcl
ws

T
Ccl

zs

T Υ + Dcl
wsz

T
Dcl

wsz − 2T

Bcl
w

T
P + Dcl

wz
T
Ccl

z Bcl
w

T
Ccl

zs

T Υ + Dcl
wz

T
Dcl

wsz

PBcl
w + Ccl

z
T
Dcl

wz

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I


×




P−1J⊥ 0 0

0 I 0

0 0 I




=

2
6664

JT
⊥P−1

�
PĀ0 + ĀT

0 P + Ccl
z

T
Ccl

z

�
P−1J⊥ JT

⊥P−1
�
ĀT

0 Ccl
zs

T
Υ + PBcl

ws
+ Ccl

z
T

Dcl
wsz + Ccl

zs

T
T
�

�
ΥCcl

zs
Ā0 + Bcl

ws

T
P + Dcl

wsz
T

Ccl
z + TCcl

zs

�
P−1J⊥ ΥCcl

zs
Bcl

ws
+ Bcl

ws

T
Ccl

zs

T
Υ + Dcl

wsz
T

Dcl
wsz − 2T�

Bcl
w

T
P + Dcl

wz
T

Ccl
z

�
P−1J⊥ Bcl

w
T

Ccl
zs

T
Υ + Dcl

wz
T

Dcl
wsz

JT
⊥P−1

(
PBcl

w + Ccl
z

T
Dcl

wz

)

ΥCcl
zs

Bcl
w + Dcl

wsz
T
Dcl

wz

Dcl
wz

T
Dcl

wz − γ2I
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Now, simplifying the following block matrices, we have

(1, 1) block:

JT
⊥P−1

(
PĀ0 + ĀT

0 P + Ccl
z

T
Ccl

z

)
P−1J⊥ = JT

⊥Ā0P
−1J⊥ + (.)T + JT

⊥P−1Ccl
z

T
Ccl

z P−1J⊥

=
[

I 0
] [

Aa BuCc

BcCy 0

] [
Q̃ Ñ

ÑT S̃

][
I

0

]
+ (.)T +

[
I 0

] [
Q̃ Ñ

ÑT S̃

] [
CT

z

CT
c DT

uz

] [
Cz DuzCc

] [
Q̃ Ñ

ÑT S̃

][
I

0

]

= AaQ̃ + BuCcÑ
T + Q̃AT

a + ÑCT
c BT

u +
(
Q̃CT

z + ÑCT
c DT

uz

)(
CzQ̃ + DuzCcÑ

T
)

= AaQ̃ + BuY + Q̃AT
a + Y T BT

u +
(
Q̃CT

z + Y T DT
uz

)(
CzQ̃ + DuzY

)

(2, 1) block:
(
ΥCcl

zs
Ā0 + Bcl

ws

T
P + Dcl

wsz
T
Ccl

z + TCcl
zs

)
P−1J⊥

=
[

ΥCzs 0
] [

Aa BuCc

BcCy Ac

][
Q̃ Ñ

ÑT S̃

][
I

0

]
+

[
Bβ

ws

T
Bβ

wsy
T
BT

c

] [
I

0

]
+

Dβ
wsz

T
[

Cz DuzCc

] [
Q̃ Ñ

ÑT S̃

][
I

0

]
+

[
Tczs 0

] [
Q̃ Ñ

ÑT S̃

][
I

0

]

= ΥCzsAaQ̃ + ΥCzsBuCcÑ
T + Bβ

ws

T
+ Dβ

wsz
T
CzQ̃ + Dβ

wsz
T
DuzCcÑ

T + TCzsQ̃

= ΥCzsAaQ̃ + ΥCzsBuY + Bβ
ws

T
+ Dβ

wsz
T
CzQ̃ + Dβ

wsz
T
DuzY + TCzsQ̃

(3, 1) block:
(
Bcl

w
T
P + Dcl

wz
T
Ccl

z

)
P−1J⊥

=
[

Be
w

T DT
wyB

T
c

] [
I

0

]
+ DT

wz

[
Cz DuzCc

] [
Q̃ Ñ

ÑT S̃

][
I

0

]

= Be
w

T + DT
wzCzQ̃ + DT

wzDuzCcÑ
T = Be

w
T + DT

wzCzQ̃ + DT
wzDuzY

(2,2), (3, 2) and (3, 3) blocks are already simplified in earlier stage and hence,

ΠT
⊥ΨΠ⊥ < 0 implies




AaQ̃ + BuY + Q̃AT
a + Y T BT

u +
(
Q̃CT

z + Y T DT
uz

)(
CzQ̃ + DuzY

)

ΥCzsAaQ̃ + ΥCzsBuY + Bβ
ws

T
+ Dβ

wsz
T
CzQ̃ + Dβ

wsz
T
DuzY + TCzsQ̃

Be
w

T + DT
wzCzQ̃ + DT

wzDuzY
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(.)T (.)T

ΥCzsB
β
ws + Bβ

ws

T
CT

zs
Υ + Dβ

wszD
β
wsz − 2T (.)T

Be
w

T CT
zs

Υ + DT
wzD

β
wsz DT

wzDwz − γ2I


 < 0

It can be written as



AaQ̃ + BuY + Q̃AT
a + Y T BT

u

ΥCzsAaQ̃ + ΥCzsBuY + Bβ
ws

T
+ Dβ

wsz
T
CzQ̃ + Dβ

wsz
T
DuzY + TCzsQ̃

Be
w

T + DT
wzCzQ̃ + DT

wzDuzY(
CzQ̃ + DuzY

)

(.)T (.)T (.)T

ΥCzsB
β
ws + Bβ

ws

T
CT

zs
Υ + Dβ

wszD
β
wsz − 2T (.)T (.)T

Be
w

T CT
zs

Υ + DT
wzD

β
wsz DT

wzDwz − γ2I (.)T

0 0 −I




< 0

A.5 State-space matrices of the controller

LTI H∞ loop shaping controller without considering saturation

Ac =

2
66666666666664

−0.8000 −0.0006 −37.1543 −203.0608 −47.5000 −14.2500 −15.0000 −11.2500

0 −0.0140 36.8513 220.5883 −1.6500 −0.4950 −2.5000 −1.8750

1.0000 −0.0001 −14.6442 −42.6412 −0.4000 −0.1200 −2.5000 −1.8750

1.0000 0 −3.6957 −48.3940 0 0 0 0

1.0032 −0.0000 −2.9730 17.0400 −12.7631 −3.6273 −0.9954 −0.7498

0 0 −0.3814 5.7235 1.0000 0 0 0

0.1787 −0.0001 11.0377 10.9257 −0.9954 −0.1745 −4.7802 −2.5410

0 0 8.1032 0.3751 0 02.0000 0

3
77777777777775

,

Bc =

2
66666666666664

−228.2151 25.1543

306.2797 −53.4913

−55.7854 13.1442

−52.0897 3.6957

11.9623 −0.3602

5.3421 0.3814

22.0573 −9.5744

8.4783 −8.1032

3
77777777777775

,

Cc =

"
−0.2508 0.0000 0.8333 −1.3595 1.1908 0.9068 0.2488 0.1874

−0.0447 0.0000 −0.3658 0.3893 0.2488 0.0436 0.9451 0.6352

#
, Dc =

"
0 0

0 0

#
.
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Appendix-B

Using completion lemma, a matrix P̃ with the dimension (2n× 2n) can be constructed

when there exists two symmetric positive definite matrices P and Q that satisfy

[
P I

I Q

]
≥ 0. (B.1)

P and Q are respectively the left upper block of P̃ and P̃−1. The following steps are

shown in detail to construct P̃ .

Let, P̃ =

[
P M

MT R

]
and Q̃ = P̃−1 =

[
Q N

NT S

]
. We have P > 0, Q > 0 and

since (B.1) holds, P − Q−1 ≥ 0. Then using the inversion lemma of a matrix in block

form [114], we have

Q̃ = P̃−1 =

[
P−1 + P−1M∆−1MT P−1 −P−1M∆−1

−∆−1MT P−1 ∆−1

]
=

[
Q N

NT S

]
(B.2)

where ∆ = R−MT P−1M. From (B.2), we have

(2, 2) block: ∆−1 =
(
R−MT P−1M

)−1
= S (B.3)

(1, 2) block: −P−1M∆−1 = −P−1MS = N (B.4)

(1, 1) block: P−1 + P−1MSMT P−1 = Q (B.5)
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From (B.4) and (B.5), we have

P−1 + P−1MSMT P−1 = P−1 −NMT P−1 = Q.

Simplifying it, we get the relation

NMT = I −QP (B.6)

Hence, M and N are dependent on P and Q. When P and Q are known, then an

invertible matrix M has to be chosen to find the other matrix N by satisfying the

relation (B.6). Now, we shall find the matrices R and S.

From (B.5), we have

P−1 + P−1MSMT P−1 = Q

⇒ I + MSMT P−1 = PQ

⇒ MSMT P−1 = (PQ− I)

⇒ MSMT = (PQ− I)P

⇒ S = M−1[(PQ− I)P ]MT−1
= M−1[P (QP − I)]MT−1

(B.7)

Now from (B.6), we have

N = (I −QP )MT−1

= (P−1 −Q)PMT−1

= −(Q− P−1)PMT−1
(B.8)

Using (B.6), (B.7) and (B.8), we have

S = M−1P (Q− P−1)PMT−1
= NT (Q− P−1)−1N (B.9)

Now, from (B.3)

R = MT P−1M + S−1.

Then, replacing S from (B.7), we have

R = MT P−1M + MT P−1(PQ− I)−1M = MT (P −Q−1)−1M (B.10)
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Hence, when we have P, Q,M and N, we can easily find out S and R from (B.9) and

(B.10).

In other way, P̃ is the unique solution of

[
P I

MT 0

]
= P̃

[
I Q

0 NT

]
(B.11)

(B.11) can be easily verified since, PQ+MNT = I and MT Q+RNT = 0. Interestingly

note that, P̃ can be written in the following form by which the completion lemma can

also be proved.

P̃ =

[
P M

MT R

]
=

[
I 0

0 MT

] [
P I

I (P −Q−1)−1

] [
I 0

0 M

]
.
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