
CHAPTER I .

I N T R O D U C T I O N .

I * 0 * •

Beginning with an abstract representation of a message by 

symbols, the transmission of telegraph signals in 1838 ushered in 

the era of modern communications. With the increase in traffic , 

the economy of the multiplexed systems was appreciated and a succe­

ssful Time Division Multiplex (TDM), in the form of Baudot tele­

graph system, was commercialised as early as 1874. However, the 

lacfc of high speed switching devices and the practical difficulties 

in instrumentation held up any further progress in the TDM system 

for transmission of speech and other complex signals. The tremen­

dous interest in the transmission of speech over long distances 

led to the development of telephony and the associated techniques 

of modulation, transmission and reception developed with the pro­

gress of electronics. By 1918, many messages could be transmitted 

over the same link by using Frequency Division Multiplex (FDM) 

methods. For conserving frequency space, the Single Sideband trans- 

mmission has proved to be the most efficient among the available FDM 

methods. Wideband Frequency Modulation (FM) , on the other^hand, has 

been found to possess considerable immunity from noise and interfe­

rences in the communication link.

With the availability of faster and newer devices, further 

investigations in the TDM systems were carried out, and by 1942,
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new Pulse Modulation systems were developed. These systems 

provide some protection from noise and interference in the link, 

though at the cost of larger bandwidths. The Time Division 

methods employ the principle of quantization in time, and the 

message is carried as a change in amplitude, length, position, 

slope or frequency of some pulses, thereby giving rise to the 

systems*2 , PAM, PLM, PPM, PSM and PPM, respectively. For RF 

transmission, compound modulation schemes, such as PAM-FM, PPM-AM, 

etc ., have been developed, and PAM-FM has been found to be the 

most efficient among these wideband systems. These systems are 

essentially analogue schemes, and the message is conveyed in terms 

of any value in a continuous range of values. The analogue schemes 

are susceptible to external noise, they have an average error, and 

the errors are cumulative in a long distance link in which repea­

ters are used. iSven then, these schemes have been used to advan-

■f" 'i CTO in Radio Relays and Satellite Communication systems where a

compromise between bandwidth and system noise has been possible.

£o far, the transmission of speech and complex signals have 

been in the analogue form only, but with the immense development 

in the fields of telemetry, digital computers, and remote and auto­

matic controls, the message signals have been diversified in form, 

and discrete signals, two valued and multivalued, are being widely 

used. Digital transmission of message signals has many advantages 

over analogue transmission, such as, lesser susceptibility to 

channel noise, ease of amplifying the signal pulses with regenera­

tive repeaters, and the possibility of a-TDM of many channels with­

out using costly filters. The advantages of digital transmission 

resulted in the development of systems in which the analogue signals
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of this Quantization ic to introduce an error in the beginning 

of the processing itself but leading to a subsequent error-free 

transmission, so that, the error encountered in the received 

signal is mainly due to the quantization. This quantization 

error can, however, be reduced to any desirable degree by 

choosing smaller spaeings between the discrete levels.

Tt? general nrobIsms of communication and signal proce­

ssing may be classified broadly into two groups, such as, (15 sig­

nal transformation, and (2) their subsequent transmission. An 

analogue signal converted into a multi-level quantized form has‘ 

many difficulties, both in the transformation and transmission, 

due to the lack of multistate storage and switching devices, and 

their vulnerability to noise interference. Necessity, therefore, 

arises for some form of' coding after quantization in order that 

tbe transmission is made more efficient. The code, currently 

used in practice, is the Binary code, and it has found wide app­

lications in digital computers, hybrid computers, memory and 

storage devices, telemetry, digital feedback systems, electronic 

exchange and speech communication. Notable among the systems, 

which use quantization in time and amplitude and are binary coded, 

are the Pulse Code Modulation (PCk) , Delta Modulation (A-M ) > 

and the Delta-?igma ModulatioR ( A-1M )♦ Here the presence, or 

absenco, of a pulse in a sequence of on-off pulses carries the 

.information, a n d ,  therefore, these systems are insensitive to 

noise and disturbances, to the extent that the received signal 

is almost unaffected by the circuit noise.
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The need for the efficient utilisation of various media 

for transmission of digital signals has stimulated the investiga­

tion of sophisticated coding and modulation techniques. The 

channel capacity of 2 bits/second/cycle of bandwidth of the binary 

code could be increased by using a q-ary code, but again, the lack 

of suitable devices restricts the feasibility of many such schemes. 

However, Alexande!? has shown that, a Ternary code will be more 

efficients even with the use of binary devices to generate a ter­

nary code. The amount of equipment required, to achieve the same 

function, will be less with tbs ternary than that with the binary 

cods, and the channel capacity will be larger, being 3.16 bits/sec / 

cycle of bandwidth. Ternary Digital computers and other Ternary 

coded systems are being developed, and it is expected that, they 

will have some advantages over the Binary coded ones.

A good coding scheme, however, does not necessarily lead

to e more efficient system, for transmission. Apart from the noise

■produced in the process of Quantization, the input at the distant­

ly
end receiver consists of extra poise contributed by the channel, 

and a wideband modulation scheme for transmission ifi preferred, 

because of its valuable channel-noise-reducing properties. In fact, 

many compound coding and modulation schemes have been developed to 

improve the transmission efficiency and the Orthogonal-matched- 

filter communication systems require less power to transmit at a 

given information rate than any other system and approach Shannon’ s 

ideal. The coded pulse modulation signals could either be trans­

mitted bv cables, or modulated into a wideband system like FM, or
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Phase Modulation (I'M) , or some other compound modulation scheme.

'With the same channel noise, the power in these wideband systems 

can be reduced considerably at the cost of larger bandv/idths - a

condition particularly useful in satellite communication and other 

similar situations.

1 .1 . GOu^D PULSi  ̂ MODULATION SYSTEMS .

The digital transmission systems, as is well known, offer 

many advantages, and it la necessary to evaluate their performances 

continuously and seek to improve upon them by newer ana better 

techniques. In the familiar Binary TGK, called here Amplitude- 

Q,uant ized Pulse Code Modulation (ao,~PG1̂ ) , the samples of the 

message signal (taken at the Nyquist rate of ZVI per second) are 

amplitude quantized into I levels, and each level is coded into 

a set of *ii’ binary 1/0 pulses giving 2n ~ i levels. Several

9 io
practical systems of A'V-PGIii1 (refer to Appendix a ) with n = 6 

or 7 have been widely used. In the A-H system (refer to Appendix 

B ) , a waveform matching by simultaneous quantization of the signal 

in time and amplitude (at a considerably higher pulse repetition 

frequency} is achieved by using a negative feedback loop. The 

coding is done by binary +1/-1 pulses, and the feedback loop incor­

porating the distant receiver (normally an integrator) helps in 

reducing the errors of quantization.

The binary system seems to offer the optimum per­

formance in coding and quantization. The coding circuit of AQ.-P0M,. 

however, includes translators, diode matrices, and stable logic
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circuits etc ., and is highly complex. The coding efficiency of 

the _iC,-PCL! system is low at lower Pulse He pet it ion Frequencies

with input signal level, and, therefore, results in a lower 

efficiency for the lower input levels. Thus the dynamic range 

is limited and the weaker signals have a poorer SNA. An artifice 

employed in â s-POM is to taper the signals before quantizing, so 

that the weaker signals are amplified more than the stronger ones, 

and hence, the dynamic range is extended.

for this by its insensitiveness to waveform and amplitude distor­

tion of the pulses. By virtue of this independence, an intrinsic 

adaptation to high information rates can be achieved by minimising 

the amount of information on which the bit recognition is based.

In the video transmission through cables, or in the analogue-to- 

digital conversions, an error free transmission is assured if the 

input SKA is more than a threshold of about 20 db. The theoreti­

cal bandwidth is half the bit rate, although a higher bandwidth 

is normally used in practice. A0.-PCM is accommodated readily by 

Amplitude Modulation (AM} r Frequency Shift Keying (FSK) , FM and 

p]\; schemes, f’uch compound modulation schemes are necessary for 

radio transmission and possess an additional property of (channel 

noise suppression. Among the digital wideband modulation schemes, 

AQ,“PC..I-P*I requires the least power for a certain communication, 

and the cower ond communication efficiencies of this system are 

the highest.

AO-PCIiJ renuires synchronous transmission but comoensateshi ■ ■. ** **-

The A-M system, on the other hand, is very simple in cir-
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cuitry and is comparable to the A0.-PCM system at lower PAF's. For 

a good grade of service , however, the required PRF is higher in the 

A-M than that in the AQ,-FCM system. Moreover, the A-M system 

suffers in some other respects, e .g . ,  it has a frequency distortion

and a smaller overload, and dynamic range. The frequency distortion 

make  ̂ the system unsuitable for many applications, although the 

codin-" characteristic matches the speech signal characteristics

11
and a speech of commercial quantity can be processed. Zetterberg 

has argued that the extension of the dynamic range by using a non­

linear coding (for nn equalised KIR} is not practicable in A-M 

system because of the limited message bandwidth handled by the

system.

Inose et al have developed a modified A-M } called A-1M 

system {refer to Appendix B) , which is also very simple in circuitry, 

The A-XM overcomes some of the shortcomings of the A-M , in the 

sense that it has no frequency distortion. The A-XM system is sui­

table for processing of wideband, inputs, and the optimum Siui, al­

though lower than that in A-M , is independent of the signal fre­

quency in the message band. The coding efficiency, the power e f f i ­

ciency, and the communication efficiency of the A-H and A-XM systems 

are noorer as compared to those of the a^-PwM system at higher

PRF? s . However, the use of A-M and A-XM in the analogue-to-digital
i

conversion applications seems to be economical because of the simple 

circuitry. Other than the requirement of a slightly higher PRF in 

comparison to that in the AQ,-PCM system, these two systems have a 

very slow improvement in Sl'-'R with an increase in PRF *

The overa 11 limitations of the A^-PCM, AM , A-XM systems
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may thee be summarised as:

(i ) The channel capacity with binary coding is limited.

(ii) The coding efficiencies arc low, and none of them 

approaches Shannon’ s ideal system.

(iii) The A^-PCM is highly complex in circuitry, and though 

the h-M Is pimple, it has an appreciable frequency 

distortion and a lower for practical applications.

( iv} The improvements in the A-XM over A-M system have 

been obtained at the cost of lower SNA,

(v) Inherently, all these systems produce more quantizing 

noise for the weaker signals, 

fvi) By nonlinear coding of the input signals, the dynamic 

range in A^-POM is increased, but such a device has 

not been tried In the A-M system.

(vii) The improvement in SNR with an increase of PH? is slow 

in A-M and A-Xty systems as compared to that in the 

A^-PCM system.

(viii) The power efficiency and .the communication efficiency

of the &~M and 4-TM systems are low.

1 .2 . BCCr.j; OF THA WORK.

The nature of the limitations of the various binary systems 

suggests that it would be worthwhile to explore the possibilities 

of a system using the ternary code. A ternary code, as has been 

mentioned earlier, has a larger channel capacity than that of the 

binary code, and it may be economical in the use of number of
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components and circuits. However, the practicability of such 

a system will depend upon (i) the availability of three-state 

devices that can be used for the coding* and (ii) the simplicity 

of the circuits so devised. So far, no devices are available 

which have three possible stable states, and therefore, the 

coding has to use only binary devices, ^n amplitude quantiza­

tion of the signal waveform and a subsequent coding into three 

levels (+ l 5 o, -1} seem to be a reasonably attractive idea, but 

unfortunately, this will lead to complicated and elaborate 

circuitry. A Uni-difrit system (somewhat similar to A-M ) , where 

the sir?oes of the signal waveform could be Quantized into three 

level (+1, o, -1) pulses, does, however, offer the advantages 

of the simple circuitry of A-M together with the improvement 

obtained in using a ternary instead of a binary code.

h new system based on the slops-quantization of signals

has been developed in the laboratory by the present,author, and

has been called here as ''Ternary Slope quantize a-Pulse Code

12
Iviadulation” (L>q,~PGi:.0 system . In this system, the values of 

the slopes of the signal waveform at the sampling instants, 

sampling being done at a rather high rate, are quantized into 

+ 1, 0 , -1 pulses by using two threshold devices in parallel.

If the values of the slopes exceed the particular reference 

thresholds, either positive or negative, they are taken as +1 

or -1 pulses, respectively. However, if the values of the slope 

are less than either of the thresholds, they are taken as ’ no’ 

nulses. The output thus consists of +1, 0, -1 pulses. The
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approximation of the input signal obtained by thin straightforwerd 

but crude quantization is rather poor, though tolerable for a cer­

tain class of signals. A simple expedient of building up the 

above approximated signal and, then, comparing it with the original 

input 5.p a negative feedback loop, improve a the quality of appro­

ximation considerably. The feedback reduces the errors in the 

approximate i on and, thus, results in a better waveform matching 

between the input and the output. The Ternary system with

feedback has been found to be much superior to the Ternary SQ,~PCM 

sy ste rn wi t h out f e sd b a ck.

Encouraged by the results obtained in the Ternary S^-PCM

.'-ystem, the author has also investigated the possibilities of a

similar binary coding, and has  successfully developed a Binary

13
system' « The Binary tO,-PCM system uses l/o coding of the 

rloaes of the signal waveform, and the refinements in the coding 

process over that of the A-M system are in the use of a threshold 

in the quantizer, and in the special’feedback network used for 

signal approximation. Like the Ternary system (with feedback), 

the encoder compares the original signal with the approximated one 

built up by the feedback network, and tries to reduce the errors 

of quantization. The impulse response of the feedback network is 

such that it decays exponentially in a certain manner, and* matches 

the positive slopes of the signal in the usual way. The negative 

slopes of the input waveform are matched, by the cumulative negative 

slopes of the exponentially decaying pulses, and a +1 pulse is 

generated whenever the approximated slope exceeds the slope of the
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input wavefom by more than an optimum threshold. Thus, the step 

by step nod ificati on of the cumulative positive and negative slopes 

rnatohes the input waveform fairly well and a good approximation of 

the signal is obtained by 1/0 pulses only.

An endeavour has been made here to present in a connected 

v,’ay the details of the theory and the experimental results obtained 

for the three systems, v i z . , (a) Ternary S^-PCM system without 

feedbaok, (b) Ternary system with feedback, and (c } Binary

h'-POK' system. The performances of the systems have been experimen­

tally evaluated for different types of input signals. The Ternary- 

coded Bo-PCl.i (with feedback} has been found to give a better SKR 

than the equivalent binary AQ-POiJ system (on the basis of practical 

ranges of PEF} . The circuit developed is quite simple and produces 

a negligible frequency distortion. The Ternary 20,-PCM system with­

out feedback has been found to be suitable only for some special 

' "gnal^ like narrow-band FIvi. Tests have shown that a tolerable 

quality of speech is also reproduced. The Binary SQ.-PCM system 

has a better (upto a certain PitF) than the equivalent (equiva­

lent in PKF) .rtQ,~PCM, A-H and systems, and the coding e ffi­

ciency is higher. The frequency distortion is less than that in 

the A-M system. The se systemss however, have the same inherent 

defect of producing more quantizing noise for the weaker signals, 

an instantaneous compandor has been successfully used to extend the 

dynamic range of both the Ternary (with feedback) and the Binary 

systems. But the improvement in GiiH with an increase in the FRF 

remains slow like that in the A-M and A-T.H systems.
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a. theoretical estimate of the transmission characteristics 

of the Ternary and the Binary Sq,-PCI,: systems has been made. The 

reouire& at the input of the receiver for satisfactory comrau- 

nicati on» using either Vide o or Wideband modulated Sr^-?G& systems, 

has been calculated, 'Different D^-POK-AK, Bn-PCM-M! and 

■'■"“PO2;:~'Dr schemes have been proposed and it has been shown that 

the Ternary requires the least amount of transmitter

power. The power ana communication efficiencies have also been 

estimated, ana again the digital phase modulation technique of 

transmission is found to be the most efficient. It has also been 

shown that the F̂ -PCIv! systems can be multiplexed on the TDi.] basis 

in the same fashion as the a^-POK system.

In conclusion, a critical evaluation of the system 

characteristics and an overall comparison of these systems with 

the other existing digital systems has been made. Prom the results, 

discussed in the later Ohapters, it will be shown that the Uni­

digit Ternary-coded SQ,~PGI,t system with feedback shows excellent 

promise for direct applications in communication and in other 

analogue-to-d igital conversions, where the digital signal proce­

ssing is advantageous. The Binary S^-PCM system, though a grade 

inferior to the Ternary system at the same PEP, shows a conside­

rable improvement over other similar systems, both for PSF transmi­

ssion and anal ague-to-d igital conversions.
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FIG. HO. 21 ( a I

t i m e  q u a n t i z e r

FIG. HO. 2'1

AMPLITUDE

QUANTIZER

IN OUT

FIG. HO. 2'2
A MODEL OF CODED PULSE MODULATION

an alternative model of coding f i g :  w a 2 3
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the pulse-amplitude is quantized into qn levels so that each sample 

is coded into *n» q-ary digits* For q - 2 this is the familiar 

Binary AQ-PCM. If the time quantizer is after the amplitude quanti­

zer as in Fig*2*3, the sampling frequency of the time quantizer has 

to be very high, as the bandwidth of the pulses at the output of the 

amplitude quantizer is large, say, of the order of 40 •* 50 Kc/s*

The sampling frequency then has to be of the order of 80 - 100 Kc/s 

to avoid the aliasing distortion* A separate feedback loop (shown 

dotted in Fig*2*3) s across the time quantizer may correct some of 

the distortion introduced and thus improve the performance of the 

circuit considerably*

A rearrangement of the two basic blocks, to include both 

the quantizers in the feedback loop, is shown in Fig#2*4. The feed­

back circuit, therefore, has to be modified and generally it is a 

replica of the receiver at the distant end; the idea being that a 

comparison of the message signal with the reconstructed signal at 

the receiver would correct or reduce the error as much as possible# 

With proper time and amplitude quantization techniques, many 

systems can be built up based on this model* The sampling, for 

instance, can be done say at 2 Wm c/s with a subsequent n-q-ary-digit 

coding of each amplitude by the amplitude quantizer* The feedback 

circuit builds up the signal from the coder output into a staircase 

waveform which is fed to the comparator, and a consequent reduction 

of quantizing noise occurs* With a particular coding method emplo­

yed, this is feasible and will lead to a PCM (Aty-PCM) system* For 

q ■ 2, it will be a Binary AQ,-PCM system and with q * 3, it will be
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a Ternary AQ-PCM system.

However, the sampling may also be done at a much higher 

frequency ( ^  2Vim c/s) and a q-ary amplitude quantization with 

uni-digit coding be used. The A-M system developed by de Jaeger 

uses a binary +l/~l Uni-digit coding where the feedback circuit 

(local receiver) consists of an integrator, A slightly different 

technique of binary +1/0 Uni-digit coding together with the shaped 

impulse response of the feedback circuit has been developed in the 

form of a Binary SQ-PCM system in the present work. With a similar 

sampling frequency, a Ternary +1/0/-1 Uni-digit coding, using an 

integrator in the feedback loop, has been found to give a much 

better performance and the Ternary S^-POM is another such system 

developed in this work#

An alternative arrangement of the time quantizer after the 

amplitude quantizer, with the integrating circuit included in the

5
forward loop is shown in F ig .2*5 and was proposed by Inose et al, 

called A-SL M » The system is a Binary Uni-digit system and has 

certain advantages. In all the systems using the Uni-digit coding, 

the quantizing noise can be reduced by a proper shaping of the 

impulse response of the feedback network#

Thus it is seen that the majority of the Coded Puls© Modula­

tion systems are built up by an interplay of the two basic blocks 

of time and amplitude quantizers and employ a feedback loop to 

reduce the errors of quantization as much as possible#

The Ternary coding of the Uni-digit pulse systems leads to 

some marked improvements over the Binary systems and Section 2.1'
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discusses the advantages and disadvantages of employing a Ternary 

code. Section 2.2 gives briefly the principles of operation of 

the Ternary S^-PCM system, while Section 2.3 discusses the princi­

ples of operation of the Binary SQ,~PCM system with special refere­

nce to the impulse response of the feedbaok network* The theoreti­

cal calculation of the quantizing noise produced in the Ternary 

and the Binary SQ,-PCM systems are given in Section 2*4. The 

principles of the compandors and the pros and cons of instantaneous 

vs syllabic compandors have been discussed in Section 2.5*

2 .1 . THE TERNARY CODE.

While discussing the different possible models of the coded 

pulse modulation systems, it was mentioned that the sampled and 

quantized signals could be encoded into a 2 level, 3 level or 

multilevel codes. The two level Binary code has been most commonly 

used both in communication systems and in digital computers. In 

fact, the Binary code with its associated Boolean Algebra has 

completely dominated the digital systems, field so far, not only 

because it is simple, but also because all the electronic and 

magnetic devices so far known are two-state on-off devices*

6
Recently there has been some realisation that a Ternary Computer 

may prove more advantageous and economical. It has also been 

shown, in the present work, that a ternary-coded system offers 

certain advantages over a binary system* A theoretical study of the 

Binary and the Ternary codes has been made here and it is possible 

to show that the 3-level code (+1 , 0 , -1 ) is more economical in 

equipment and has a higher channel capacity*
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Considering the general aspect of numbers, the common 

decimal system is based on ten-digit symbols, that is, its radix 

is 10# Almost as important as the radix are the idea of positio­

nal meaning of the various digits in a number, negative numbers 

and the concept of zero. The simplest number system is the binary 

system with a radix 2 ,  It requires only two symbols 0 and 1 in all 

digit positions and all numbers could be expressed with this arran­

gement® A binary number may look like, 11 0 111, and represent 

number 55. The ternary number system requires 3 symbols (0, 1, 2 

or 1, 0, -1) in all digit positions and its radix is 3. A ternary 

number may look like, 21120, and represent the number 104. A 

general expression for a number N in any base is

N = Fn Rn + Fn_1 Rn~'L . .  .* .* Fg R2 + F 1 R1 + F0 R°

where R is the Radix and F represents the symbols or integers of 

the system® The highest integer, Fmax, in any system must be 

smaller than the radix itself i .e .

o <  V u c  4  (R - 1 ) .

As has been said before, all the devices so far used are 

suitable for the binary system, but it is possible to build up 

circuits for a higher radix by a combination of circuits operating 

on a lower radix* At the moment it is assumed that it is possible 

theoretically to use a different radix, different from a radix of 

2. The question arises whether there is a particular radix that 

will lead to circuits that give greater economy in equipment with­

out loss of speed* It is evident that the smaller radix-number
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system will require more number of digit positions to express a 

given number. If N is the largest number which has to be handled 

by the system, and if the radix used is R with n digit positions 

required to express the number, then N * Rn . If the amount of 

equipment E is taken proportional to the digit capacity of the 

system, then,

E * Rn.

or £  *  R

Now the radix for the minimum amount of equipment required for 

handling N can be obtained by minimising the equation (2*1 ), i .e . 

by putting d .E /dRs.0 t This gives the minimum radix as 

R * e » 2*718* Since R must be a whole number, the nearest 

Integer is 3. Therefore, purely from the theoretical view point, 

the ternary radix is the most economical*

From a different consideration, supposing it was possible 

to have devices which exhibit 3, 4, 5, 6 etc. stable states, then 

one can choose the device to correspond to the radix chosen. The 

number of components or the amount of equipment S ’ required to 

handle the number N would be just proportional t o n  only, thus,

^ - <ô R * * * (<2*2) •

If the number N is chosen as 10®, the amount of equipment E and E*
6

is calculated frcm eqn .(2 .l) and (2.2) and is plotted in F ig .2*6. 

For both the conditions it is seen that the amount of equipment, 

compared to the Binary, is less in the Ternary system#
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2 .1 .1 . CHANNEL CAPACITY.

It will be further shown that the Ternary coded pulses have

a higher channel capacity in transmission although they will require

about 4*2 db more power than the binary coded pulses to achieve the

ideal channel capacity* Considering first the case of a noiseless

15
channel, the information rate in a bandwidth W is given as,

H{x) - C = 2W log2 b . . .  (2 .3 ).

where H(x) = Entropy of the source

C » information rate or the channel capacity in bits/sec. 

and b » no. of equally possible levels of the samples*

In the Binary system b = 2, as the two possible levels are 1 and

0 , and therefore

CBINARY “ 2W bits/sec. . . .  (2 .4 ) .

In the Ternary system b * 3, as the three equally possible levels 

are +1 , 0 , -1 , and therefore

^TERNARY “ 3 »17 W bits/sec. ..■ (2 .5 ).

Thus ideally, the channel capacity of the Ternary coded 

systems is more (in the ratio of 3.17 to 2) than the Binary coded 

system. Now supposing that noise is present in the channel and 

the effect of noise is to cause errors in the identification at the 

receiver. The rate of transmission of information is less now, and 

evidently, if no information is to be lost, the receiver must remove 

all uncertainty as to what was sent# The information and the noise 

are both statistical processes* The entropy of signal output (x)
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of th© transmitter is H(x) and the entropy of signal input (y) 

of the receiver is H(y)» In the absence of noise

H|x) * H(y)

If the conditional entropy, Hx (y), is the entropy of the receiver 

input when the transmitter output is known, the conditional entropy 

H y (x )  is the entropy of the transmitter output when the entropy of 

the receiver input is known, and if H ( x , y )  is the joint entropy of 

the transmitter output and receiver input, then

H(x,y) - H(x) + Hx (y) - H(y) + H y ( x )

Hy(x )  is the uncertainty of the sent message when the received

8
message is known, and has been called Equivocation by Shannon. 

Equivocation is the residual remaining uncertainty when the 

received signal has been interpreted* Consequently the actual 

rate of transmission is :

C* = H (x )  - H y (x )  . . .  ( 2 . 6 ) .

The equivocation Hy(x )  can be calculated with the help of the 

following formula :

HyC*-) S *“ XL ZL {̂ A.J fej*
J

(
where FJ *  probability of the symbol 1

{ a <& probability that j will be the received 

message when i is transmitted.

The equivocation for a frequency of error of 1 in 10 has been 

calculated from formula ( 2 . 7 )  for the Binary and Ternary systems-as:
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[Hy(x)J BIKilRY “ °* °1 1396 bits/digit. (2.8)

[% (x )j  TERNARY ” 0*020370 bits/digit. . . .  (2 .9 ).

and the entropy of the source is :

£h (x )] BINARY “ 1 bits/digit. . . .  (2 .10).

£h (x )J TERNARY "  1 *58496 bits/digit. ... ( 2 .11)

Therefore, the actual channel capacity or the information rate for 

the binary system from eqns» (2 .8 ) and (2 . 10) is :

BINARY = 0*988604 bits/digit* (2.12).

The actual channel capacity for the ternary system from eqns*(2.9) 

and (2 . 11) is :

[c»] TliiRNARY * 1*56459 bits/digit. . .  • (2.13)*

It is seen from e q .(2.12) and (2.13) that the actual channel 

capacity for the ternary system is higher than that for the binary

system*

Q
Shannon has further shown that the ideal channel capacity 

in a noisy channel is :

C. * W log2 (1 + P/N) . •* (2 .14).

where P * mean signal power 

N * mean noise power*

It means that for a certain P/N in the channel, the ideal system 

will transmit at the rate given by e q *(2 .1 4 ) , although this ideal
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system will be very complicated in coding and would require large 

delays.

It has been shown in Appendix A, that the actual channel 

capacity for a binary system operating above threshold is,

where K is a constant such that K<r- i s the separation between the 

adjacent levels to provide adequate noise margin; cr ±s the rms

the power in the Binary system has to be increased by 9 db to make 

the actual information rate equal to that of the ideal system*

As has been shown later in Section 5 .1 , the threshold of 

the slicing circuit in the Ternary system is at 1/2 the amplitude 

of the pulses (for fhe minimum error rate), the separation between

adjacent levels is K 0" where K ’ * 2K* Proceeding along similar 

lines as in Appendix A, the actual channel capacity of the ternary 

system is :

From eqns,(2.16) and (2 .14 ), therefore, the channel capacity of 

the Ternary will be equal to that of the ideal system if ,

S * k‘  P

* • • (2 .15)•

noise. Then C = C if Sa k P/fz and as K is approximately 10,

r W ^ 1 + 3 S /k.
. . .  (2 .16 ).
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i .e . ,  the signal power is increased by 15 db. But in the above 

derivation for the Binary, the peak power and the average power 

are the same because Bipolar pulse transmission was assumed. In 

the Ternary,, however, the average power is 1*8 db below the peak 

power. The increase in average power is , therefore, only 13.2 db 

rather than the peak 15 db for achieving fhe ideal channel capacity 

in the ternary system.

2 .1 .2 . COMMENTS.

Thus, it is seen that the Ternary-coded system will use

less amount of equipment, and the channel capacity of the Ternary

system is more than that of the Binary system. The Binary system

requires 9 db more power to obtain the channel capacity of the

ideal system, whereas the Ternary system requires about 4 .2  db

more power than the Binary for the ideal capacity# It has been
7

said that a multi-level transmission may be preferable in some 

cases, as the channel capacity is much larger for the same band­

width. The disadvantage of the signal-power increase for an 

almost error-free transmission may be offset by the gain in the 

channel capacity with a much lesser bandwidth.

2 .2 . TERNARY SQ-PCM.
c

The ternary code seams to offer some advantages over the 

binary code in terms of saving of equipment and larger channel 

capacity* To explore these possibilities, a Uni-digit Slope- 

quantized system has been developed in the present work which
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uses a 3-level quantization and is a Ternary system# It will be 

shown that the Ternary SQ,-PCM is a less complex and more stable 

system compared to a Binary system for the same grade of perfor­

mance* The theoretical basis for the Ternary coding and Its 

relevance to the system noise and other parameters is discussed 

below#

A continuous function of time f (t ) ,  limited to a bandwidth 

of Wm c /s , can be represented by samples taken at discrete times 

at a rate not less than 2Wm c/s* The representation as derived 

from Shannon's Sampling theorem may be expressed as :

The interpolating function sinx/x in the above equation may be 

replaced by a simple rectangle of height f(n/2Wm) and width 1/21%, 

This is equivalent to an approximation by steps, or in other 

words, this gives the staircase approximation of the signal shown 

in F ig ,2 .7(a) and, therefore,

This approximation (eq#2.18) can be written in a slightly different 

form as,

. . .  (2 .17 ).

n.
(2.18)

where t*. =. jzvjy^

and A t  * length of each step.

f( t ) S  - U (t - V ) . . . (2.19) a

where f*. - f„._t

and U(t - tn) * unit step at t = tn
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The first derivative of this approximation will be :

( 2 ,20 ) .

where £(t - tn) « Unit impulse at t * tn = »

This derivative of the approximation f ’ ( t ) , is shown in Fig .2 . 7(b ),

sample points and naturally the slopes can be positive, negative 

or almost zero* If  the slopes are now quantized with a Ternary 

code, one obtains a further approximation of f(t) as is used here 

in the Ternary Sq,-PCM, given by,

where Bq takes the discrete values of +1 , 0 , -1 according as:

The coded pulses in SQ-PCM therefore will be as shown in Fig*2#7(c).

Thus the basic mechanism of approximation in this method is that,
t

the discrete waveforms, synthesised with ’ n’ ternary pulses at a 

higher sampling rate, n times that of the Binary AQ,-PCM, are matched 

with the segments of the signal waveform between the ideal sample 

points at l/2Wm seconds interval*

A block diagram of the system working on the above principle

The height of i s proportional to the slopes between the

■j ( t )  ~  2. B o *
YV ( 2 . 21)
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of approximation is given in Fig#2*8. The boxcar circuit converts 

the continuous-signal waveform into a staircase approximation of it* 

The differentiator performs the operation of eq.2,20 to produce 

narrow pulses of heights depending upon the slopes of the waveform. 

The comparator next produces a f+lf pulse if the slops exceeds a 

particular positive reference value, a ’ -lf pulse if the slope is 

negative and is larger than a particular negative reference value, 

and a ’no’ pulse if the slope is small and in between the positive 

and negative reference values* At the receiver, the inverse 

process of integration of the pulses gives back an approximated 

staircase waveform, which, when passed through a low pass filter, 

will give the approximated signal f (t ) .

In this process of quantization, it is seen that the weigh- 

tage of the larger pulses and that of the smaller pulses as compa­

red to the average has been lost. This may be demonstrated by com­

paring the f(t ) given by the coded pulses with an original message 

signal* As an example, Fig*2#9(a) shows a complex signal,

f(t) * 15 sin (2 TT x 20000 t + 0°) + 10 sin (2 n  x 1000 t

- 36°) + 10 sin (2 7T x 500 t - 36°) + 10 sin (2 7rx 3,3200t

- 90°).

which is passed through the system shown in F ig .2 .8 . The 'pulse 

output of the comparator is fehown in Fig*2*9(b) , and these pulses 

at the receiver will build up the staircase signal, also shown in 

F ig ,2 .9 (a ). The reconstructed signal at the receiver is seen to 

have some large error and level compression*
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The level compression so obtained in the system is a 

serious drawback for many applications. A feedback from the out­

put to the input may be provided to improve the matter and it is 

found that the feedback actually improves the quality of matching 

of the input with the output by a continuous comparison between 

the signal and its approximation. The feedback loop, necessarily 

therefore, contains a local receiver. A block schematic diagram 

of the system with feedback is shown in Fig .2.10. Since the feed­

back loop includes an integrator, the total effect of the system 

becomes equivalent to a double differentiation. The dynamic range 

of the lower frequencies at the input is then reduced considerably 

if the reference level of the comparator is set for the optimum 

threshold at the higher frequencies. Also, the distant receiver 

is generally a single integrator and the net output,therefore, is 

the differential of the input# To compensate for this effect an 

equaliser at the input is necessary. The equaliser has a frequen­

cy response falling off with higher frequencies, and with the 

inclusion of this network the distant receiver can be a simple 

integrator again*

Since the transmitter system includes in the forward loop 

both an integrator and a differentiator, it is evident that they 

can be dispensed with. The problem of generating the bidirectio­

nal samples is solved by using a Bi-symmetrical sampling circuit 

and the block diagram of such a system is shown in F ig .2*11* 

Functionally, the circuit is the same as the one in Fig .2 .10 , as 

the integrator in the feedback loop is equivalent to a differentia­

tion in the forward loop and the output of the distant-end recei- 

ver-integrator reproduces the original signal approximately. The
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circuit of Fig*2.11 is certainly simpler and more economical, 

although both the circuits have been tried experimentally and 

gave similar performances#

In Fig#2*11, the error signal E(t) is sampled with a Bisy~ 

mmetrical sampling circuit to give an output S (t ). The comparator 

quantizes S(t) into +1, 0, -1 pulses 0 (t ). This is fed back dege- 

neratively through an integrator whose output B(t) is compared with 

f (t ) ,  the input signal, to produce the difference or error signal 

E (t ). At the distant-end receiver, the sequence of ternary pulses
i k!

ars just integrated and filtered to give the approximated signal# 

The feedback coding can be demonstrated with reference to Fig .2.13, 

where the reconstruction and quantization of the same signal, as 

that of F ig ,2 ,9 , is done step by step, while comparing, at each 

sample point, with the original signal. It is seen that w44>fr 

larger groups of positive and negative pulses build the approxima­

ted signal to larger heights, thus maintaining a linear relation 

between f(t) and f (t ) .  With very small inputs, alternate positive 

and negative pulses with zero pulses in between do not allow the 

receiver output to be built up to any large value, and f(t) 

follows f(t) closely. For zero signal input, the stationary 

pattern, then, becomes a sequence of +1, 0, -1 pulses# Compari­

sons of Figs*,£*9 and 2.13 shows that the feedback increases the 

dynamic range of the signals which can be handled by the system 

and also reduces the errors to the minimum possible under the 

given conditions.
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2 .3 . BINARY SQ.-PCM»

A method for approximation of signals has been proposed in 

Section 2 ,2 , where the positive and negative slopes of a waveform 

are approximated by +1, 0 , -1 pulses occuring at a very high rate, 

and the interpolating function used is of S^(x) form leading to a 

staircase approximation. With the same interpolating function 

and a Binary l/O  approximation of the slopes of the signal, one 

can only match the positive and zero slopes of the waveform, and 

to approximate the changes of negative slopes, one has to use some 

special interpolating function. The idea used for the ternary 

coding resulting in an approximation of the type given in e q .2 .2 0 , 

therefore, will not apply here# For the quantized l/O  system, 

the signal will have to be sampled to give only positive samples, 

and the negative changes of the slopes will have to be matched by

the cumulative effect of some decaying interpolating function.

16
Gabor has shown in his generalised Sampling theorem that the 

interpolating functions other than S*. 6 0  are equally satis­

factory for representing a signal,and in fact , it will be seen 

that an exponentially decaying type of interpolating function 

leads to a sufficiently good approximation.

The generalised Sampling theorem states that a band- 

limited continuous signal f ( t } , even after differentiation, may 

be represented as,

f \ t )  s - I c ^  . / ( t - M  =  P ( t )
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where
2^ .  dc3

r(t - tn ) = impulse response of the interpolating filter 

to impulses occuring at t = tn

and, f {w ) and R(w) are the frequency domain characterisation of the 

signal and the filter respectively. By making the sampling inter-

3 wider spread in the filter response, it is possible to approxi­

mate f * (t ) , even with quantized values of the sample amplitudes 

On. (for Uni-directional signal i .e .  with d .c . bias in the sampled 

output) and the approximate f ’ (t) will be given by :

The above equation is similar to the e q .2 ,20 and the signal proce­

ssing may also be done in a way similar to that shown in F ig .2 .11 , 

by using an integrating type of network in the feedback path.

F ig .2 ,14  illustrates the idea of reconstruction of a wave­

form from some assumed pattern of l/O  pulses. The impulse response 

of the interpolating filter is assumed and is shown in F ig ,2 .14 (a ).

vals much smaller than the Nyquist interval of l /z W ^  , and using

and f(fc) = C0 . tT (t~ t*.) af k<LT /LV'*e<JY

where
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The signal built up by the group of the assumed pulses of Fig. 

2 .14(b) is indicated by the smoothed curve of F ig .2 .14 (c ). It is 

seen that there is a strong correlation between the occurances of 

pulses and the slope of the smoothed curve. This means that if 

the smoothed curve is compared with the one built up by the pulses 

in a feedback loop, a pulse is seen to occur whenever the amplitude 

difference between the two curves exceeds a certain value. One of 

the important points is therefore the pulse response of the inter­

polating networks the response being such that its cumulative 

effect match the negative slope of the signals. The second impor­

tant thing is the reference level below which the difference 

amplitudes are ignored*

The actual processing of the signal to obtain l/O  pulses 

may be done in a simple circuit shown in Fig. 2 *15. The error sig­

nal j£(t) is sampled at the desired PRF and compared with an optimum 

reference level to produce l/O pulses 0 (t ) at the output. The 

feedback loop consists of an integrator and a response-shaping 

network. The output pulses passed through this feedback circuit 

will build up the input signal approximately as B (t ) .  The appro­

ximated signal is then compared with the input signal f (t )  to give 

rise to the error signal iC(t). The optimum reference of the com­

parator and the feedback network response are so adjusted that the 

error signal is minimised. The distant receiver is a replica of 

the network in the feedback circuit and hence the output of the 

receiver f (t )  approximates the input fairly well. As in the 

Ternary S^-PCM the composite modulator, here also, operates on 

the successive differences between the input f (t ) and the feedback 

signal B (t ) , and the successive approximations match the slope of
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f ( t ) ,  thus giving rise to a Binary Slope-quantized PCM system*

It may be noted that the feedback network should be such that the 

negative slopes of f(t) are matched by the cumulative negative 

slopes of B (t ) when no pulses are present at the transmitter output*

The block schematic circuit of F ig .2.15 bears some resembla­

nce to that of the A  -K system but there are some significant 

differences between the two systems. The process of coding in 

A-M discussed In Appendix B, is such that there is always either 

a positive or a negative pulse output depending on the polarity 

of the error waveform at the sampling, instants, and the pulses of 

either polarity after integration try to match approximately the 

corresponding signal waveform. By using, a somewhat modified tech­

nique of quantizing the signal slope in the Binary SQ.-PCM system, 

the signal slope is directly matched with the slope of B(t) to 

produce a positive pulse only if the difference exceeds a certain 

threshold. The negative slopes are matched by the combined nega­

tive slopes of B (t ) as has been explained above* A special wave- 

shaping network in the feedback loop is therefore included.

It is further felt that the absence of a desirable thresh­

old in the pulse modulator of the A-M system results in some 

extraneous pulses, either positive or negative, which do not con­

tribute to the minimisation of the error waveform and tend' to give 

some extra error at the output. That the error will be less in 

Si-POLI system compared to that in the A  -M system can be explained 

with the help of F ig ,2 .16 . The build up of signals and the genera­

tion of +1/-1 pulses in the A-M are shown in F ig .2 ,16(a) where an
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ideal integrator in th feedback loop has been assumed for the 

purpose of the demonstration. It is seen that if the difference 

between the steps and the original signal is positive, there is a 

positive pulse at the output, and if the difference is negative, 

there is a negative pulse at the output. In the signal build up 

of the Ŝ -PCl'; system, shown in Fig,2 ,16(b), the cumulative slope 

of the response of the feedback network to the 1/0 pulses is such, 

that either it matches the slope, or is higher than the slope of 

the input waveform# The free fall of the response oontinues till 

the difference between it and the signal waveform is positive and 

above the threshold, when a positive pulse will be given out by 

the comparator. The two possible approximations of the signals 

indicate clearly that the error in the SQ,-PCM is going to be less 

than that in A  ~M; although the figure 2.16 has been exaggerated 

a little to bring out the differences*

2 ,4 . ' SIGiUL TO NOISES CHARACTERISTICS.

It has been shown in earlier Sections that the message 

signal may be approximated either by plus and minus steps (Section 

2.2) or by exponentially decaying pulses (Section 2.3)# In both 

cases there is an error between the original signal and the appro­

ximated signal, and attempts have been made to reduce the error 

as much as possible. Since the distant-end receiver is a copy of 

the feedback network, the output of the receiver will have an 

error. This error arises because of the quantization in the pro­

cessing of the signal and will, henceforth, be called the quanti­

zing error. The total quantizing error in a system is quite large
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and spreads out over a large band of spectrum, but fortunately 

the portion of the error falling in the passband of the lowpass 

filter at the receiver is within reasonable limits.

A general and simplified block diagram of the Ternary SQ.-PCM 

system is shown in Fig .2 .17, where f (t ) ,  B{t), E (t ) and 0(t) are 

the message signal, the approximated signal, the error signal and 

the output pulse signal of the 3-level quantizer respectively. The 

gain function of the feedback network is G^(t) and the gain func­

tion of the receiver and the lowpass filter is Gg(t) and Gg(t)

respectively. As in all approximations, the residual error in the
--- 17

approximated function f(t) will also be somewhat random when the

input signal is semi-random, e .g .,  speech. For simplicity of 

analysis, an almost sinusoidal signal is assumed as f(t) and the 

consequent error signal together with pulse output of the system 

is shown in F ig .2 .8 . The error waveform consists of approximate 

triangular pulses of random amplitudes varying between the limits 

±V@, where Ve is the amplitude of the pulses at the comparator 

output 0 (t) (the gain of Gi(t) is normalised to give the same peak 

value for B (t )) .

To calculate the signal-to-quantizing-error characteristics 

of the system, shown in F ig .2,17, the frequency domain characteris­

tics of quantities like f ( t ) ,  E (t ), 0 (t ) , G i(t), B (t ), GgCt), f (t ) ,  

and Gg(t) are taken as f (w) , E(w) , 0 (w ), G]_(w), B(w), G2 (w ), ftvT) , 

and G3(w) respectively. The equations governing the system in the 

frequency domain can be written as follows:

E(w) « f(w) - B(w)
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B(w) - 0(w) x G-^w)

IT(w) ® f (w) - - f (w)

where H(w) is the noise power density in the message band. Now,

or E(w). G3 (w) = f (w), G3 (w) - 0(w ). G1 (w). G3 (w) . . .  (2 .23).

If the receiver filter network is assumed to have a brickwall 

characteristics with cut-off frequency at f 0 , then

ana f(w)* Gg(w) ^  f (w) in the pass band»

If GjJw) and Gg(w) are assumed to be similar networks, the equation 

(S .S3) is modified as :

as, 0(w)» G]_(w) . G3(w) « f (w ).

Tiie comparator has an abrupt nonlinearity with a positive and a 

negative threshold and the error waveform is triangular in nature 

as assumed above. The power spectral density of this random error 

waveform varying between the limits + Ve can be found by resolving 

the fluctuating waveform into a product of two components.. One 

component is a regular triangular waveform of constant height which 

is multiplied by the other amplitude component varying randomly 

about a mean value of zero and between the peak limits of +

The amplitude component varies randomly around zero with a

iS(w) = f (w) - 0(w). Gi(w)

I ) for |«| w o

=
o £oy M  >
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probability defined by £»(*) « The correlation function of this

oscillating function is tf4 , vs/he re ir* is the mean square amp­

litude of the pulses for the probability distribution assumed* The

X8
power density spectrum is then given as :

. . .  ( 2 . 2 4 )

where [ Et H ] Fourier transform of the regular triangular pulse.

and T= '/fr ; where f r is the PHF

iite

for a triangular pulse of unit height, the power density spectrum

is

u-2 -f
5^U t̂ f /u>r

4  '  "4
. . .  ( 2 . 2 5 ) .

Therefore, the noise power N in the message band is :

N i
2.1T J (W) ^

-  <j),

±_

itr

— w c

s  -  • /
- C O .

-i .
4

s«'»vce Stw -x/x S’ £
.j. for u) <.< 

aa*.4. <JaT «  i

N * z ZO-1 So

2- T v
[2 .2  6(0.)]
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and the rms noise voltage is :

. . .  (2 .26(b )).

If the frequency of the message signal is fm, then f r/fm 

number of pulses occur during a full period of the input signal, 

and ideally only half of these i»e. f r/ 2fm pulses are responsible 

for building the signal from negative peak to the positive peak. 

Hence in the SQ-PCM systems, the ratio f r/ 2fm (=n) gives the 

number of pulses necessary to build the maximum signal and ’ nf is 

designated here as length of the ’word* , in a manner similar to 

that in the A^-PCM system where ’n* is the number of digits used 

in coding. Each pulse of height Ye builds the signal by an equal 

amount Ve and therefore ’n* pulses will build up a peak-to-peak 

signal of nVe « With varying signal, this built up signal will be 

KnVe where K ^  1 , as has been discussed in Section 2*2. The rms 

value of the signal voltage in the Ternary SQ.-PCM is then given by:

Therefore, the rms signal-to-noise ratio for the Ternary Sq,-PCM is:

If it is assumed that all error amplitudes are equally 

probable between ± Ve , i .e . the probability distribution of the

k n. Ve 

z j z

kVe

* * * (2 .27).

. . .  (2 •26 )•

amplitudes H y )  of the error waveform is rectangular, the mean

-  P
square amplitude u-2 is found to be VQ /3  and from eq .2 .28 , the 

SNR becomes
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ternary • • • ( 2 . 2 9 )

The error entropy now is maximum and the 81® at the receiver is 

minimum.

The use of an optimum threshold and a proper feedback net­

work, however, reduces the error entropy by decreasing the number 

of large-amplitude error pulses. This gives rise to a peaky pro­

bability distribution for the error voltage ana the optimised

19
distribution would approach a truncated Normal distribution for 

a complex f ( t ) * The minimum error power may then be calculated 

by assuming the average crest factor of four, as is used for ran­

dom noise and speech signals. It has been shown in Appendix C 

that if in the Normal distribution of amplitudes, a restriction 

is imposed on the maximum amplitude such that it does not exceed 

a particular value of ± Ve for more than, say, 3 in 1 0 5 , this

truncated Normal distribution will have approximately the same

go
. F o r  such a truncated 

Normal distribution, the mean square amplitude is found to

be V e 2 / 1 6  and therefore, from the equation 2 . 2 8 ,  the SNR is :

The system SNR obtained will normally be within the limits of the 

values given by e q . 2 . 2 9  and 2 . 3 0 .  For example if f 0 * 3 ^ 4  Kc/sj

. . .  ( 2 . 3 0 ) .
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fra = 1 Kc/s and fr - 40 Kc/s then according to equation 2 .29 ,

■/Nv]
/  \3 / a_ ( 4 o )  x d « 4 3 3  _ -  ,  

ternary_ ( 3 . 4 ) ,/2x r  "  dS*6oU>> for K - l .

tna according to eo .2 .30 ,

[sv/, = 42*8 dfc, f or K

TeRwARy

The two equations 2.29 and 2,30 show that the SNR is directly

/ n3/2
proportional to \ fr ) and inversely proportional to the fre­

quency fffi of the message signal. If the input level is more than 

the optimum, which occurs for K = 1, the receiver output cannot 

increase proportionately and the follow up of the signal by the 

feedback voltage is lost. The coder, then, becomes equivalent to 

the one without feedback shown in F ig .2 .8 , and produces saturation 

and harmonics in f (t) , thus giving lower SNR for large inputs above 

the overload point* As the feedback voltage decreases with the 

increase of fm, this overload will occur at lower input levels for
distortion,

higher signal frequencies, and there will also be frequency^in the 

receiver output* An ideal integrator with a break point at a fre­

quency lower than the lowest frequency in the message signal has 

been assumed for calculation. In practice (for speech like signals 

only) it is possible to use, however, a partial integrator with a 

break point near 1000 c/s when the frequency dependence of SNR will 

not be so pronounced, as is shown by the experimental results given 

in Chapters 3 and 4 .

The feedback network, so far considered, has been a single 

integrator, but a double integrator could also be used* As has been 

shown in Appendix B , equation (B .ll) , the use of a double integrator

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



- 40 -

gives an SNR which is directly proportional to (fr) 5/ 2 and 

inversely proportional to l*m8. No doubt this will give a better 

SNR at 1 ower input frequencies, but the higher signal frequencies 

will have a very low overload point. Since the frequency response 

of the feedback network is changing at the rate of 12 db/octave 

the SNR and the output w ill be very poor* at the higher end of 

the band. A modification of the system, such that the receiver 

uses only a single integrator and the transmitter feedback loop 

retains the double integrator, has been proposed by De Jaeger 

and others. The system then is stable and suitable far speech 

signals where the mean power spectrum falls in a manner similar 

to that of a single integrator. However, as the interest here 

has been to develop a system with the least amount of frequency 

distortion, consistent with a good SIfi, it is found that a coding 

with double integration will not be suitable*

The SNR calculations for the Binary S%-PCM system will 

also be similar to the one given above for the Ternary system.

The modulator in P ig .2.17 will now be a 2 level quantizer and the 

feedback network will include a response shaping network as has 

been explained before. The error waveform and the built-up 

signal by the Binary l/O  pulses are shown in F ig .2 .19 . The error 

signal can again be assumed to consist of triangular pulses with 

random heights, having either rectangular or truncated Normal 

distribution for the random amplitudes. The signal built up by 

the l/O  pulses is , however, approximately half of that in the 

Ternary case, because of the particular impulse response of the 

feedback network and the absence of negative pulses. Hence
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proceeding along lines similar to eqs .2 .24 , 2.25 etc .,

(2 .2 6 (b )}

and

KVe.

(2 .31(a))

Therefore, the SNR is :

(2 .3 1 (b ))

For a rectangular distribution of the random error amplitudes,

and for a truncated Normal distribution of the amplitudes, the 

eq. (2 .32) is modified as,

The equations (2*32) and (2.33) give the limits of the SHR in the 

Binary S^-POM system. The results of the Binary S$-PCM are poorer 

by 6 db compared to those of the Ternary 8^-PCM for the same PRF 

and message signal frequency.

The noise power density spectrum given by eq .2 .25  has nulls 

at 2 nfr and continuous spectrum in between. This assumed that the

the SNR is

(2.32)

(2*33)Cop
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noise pulses have uniform basewidth of T  , which is only an 

approximation for the typical noise waveform. As is seen in 

F ig .2 .18 and 2 .19 , the noise waveform will have triangular pulses 

of varying base approximately between ^I2 and 3 T  for a complex 

input. Thus, the noise spectrum will not show any definite null 

et 2 nfr , but will have dips only at nfr , as has been experimentally 

verified (refer Fig.3 .3 8 } . This will also effect the values of SNR 

in eq .2 .30  and 2 .33 , as the lower values of the bases will give 

higher SNR. On an average, however, the calculated SHRs will be 

the practically realizable values,

2 .5 .0 .  COMPANDORS.

In similarity with AQ,-PCM, discussed in Appendix A, the 

SNR characteristics obtained for the SQi-PCM systems in Section 2 .4  

has been shown to be dependent upon the amplitude of the signal, 

with the quantizing noise remaining, constant* The effect of such 

a situation is that the SNR deterioration for the lower amplitudes 

of the signal a-aA will be c ome unacceptable for low inputs, e .g . , 

in speech, the total dynamic range is of the order of 40 db and 

the SNR at a level of -40 db below the peak is of the order of 

5 db only as shown in F ig .3 .8 . Naturally an attempt is to be made 

to improve the SI© at the lower amplitudes so that a large range 

of inputs is carried at an acceptable SNR. In the AQ.-PCM system, 

a linear auantizer, which divides the total range of input levels 

into equal steps is normally replaced by a nonlinear quantizer of 

unequal steps, so that, the size of the quantum steps is small for 

weaker signals. This is achieved in practice by tapering the

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



43 -

signals in such a manner that the weaker signals are spread over 

a considerable number of quantum steps and a combination of compre­

ssor and expandor, known as Compandor, is used for the purpose. In 

So-PGM systems also, a similar compandor, which allows the weaker 

signals to be approximated like stronger signals with accompanying 

good SNR, will offer certain advantages. In practice a compandor - 

a compressor at the input and an expander at the output of the 

system - may be arranged either to eoualise the SNR (quantizing) 

for the useful dynamic range, or to improve the SNR at the lower 

inputs only.

Generally two types of compandors. Syllabic and Instantaneous, 

have been used for combating channel noise * But they have entirely 

different fields of application, although they serve essentially 

the same purpose* Syllabic compandors have been used extensively 

in providing a considerable noise advantage in telephone channels. 

Instantaneous compandors, where the effective gain varies In res­

ponse to instantaneous values of the signal, are found to be suita­

ble for pulsed signals and have been used in many TDM pulse modula­

tion systems* In the analysis of these compandors, it  is generally 

assumed that the channel noise during the quiet intervals are most 

disturbing and the SNR improvement is maximum for the quiet intervals, 

but decreases with larger signals present.

In case of quantizing noise, however, it is seen that the 

most disturbing noise occurs only when the signal is being processed, 

and other noises during the quiet intervals are negligible in the 

coded pulse modulation systems* To be able to show that the same 

compandor scheme improves the SrfH characteristics for both quantizing
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and channel noise, on© observes that the quantizing noise may be

considered as an added noise at the output of an ideal quantizer

producing no noise at all. Referring to equation 2.26(a) for

noise power in Ŝ -PCLti and to equation A .2 for AQ-PCM, it is seen

that for sufficiently larger nunber of quantizing, steps used and

for the input signal below the overload point, the quantizing

noise is independent of the signal input and the noise spectrum

21
is essentially flat over the signal band* Spang and others, thus, 

justify the use of a simplified model of a moderately efficient 

quantizer} and represent the coder-quantizer as a device which 

adds signal-independent white noise to the signal. The overall 

coder-decoder system, therefore, consists of an ideal coder, an 

ideal decoder, and a noise source placed in between them which 

is equivalent to the channel noise present in a practical trans­

mission system* The c crap and or now has to operate on this quanti­

zing noise in the same way as it  does on the channel noise, and 

most of the analysis is similar for both cases*

2 ,5 .1 .  SYLLABIC COMPANDOR.

It is known that the syllabic compandor offers a good 

improvement in SMR performance for speech signals without increa­

sing the bandwidth and the peak power of the signals. The advan­

tages of the syllabic compandor are due to two separate contribu-

22
tions , (a) an increased SKR for the weaker signals due to the 

compressor action, and (b) a quieting of the channel during 

silent intervals due to expand or action. If  the compression 

ratio in the compandor is ’ n ’ , and the noise is assumed to be
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introduced only after the compressor, then the matched expand or

will reduce the noise level to -nN  ̂ db, where the noise during the no

signal condition is db below the reference. This reduction in

the output noise depends on the noise level at the input to the

expand or and the noise improvement decreases linearly with the

increase of the input noise level. Considering only the noise

23
during the quiet intervals to be effective, Lawton has shown that 

the noise Ng at the companaor output is given by :

Mg - N'i + ¥(1 - l/n ) for %  ^  - M/n

but ,

Ng = (n - 1) . . . . . .  for -M/n <  0

whore

IIg = noise output in db below the compandors 0 db 

reference level,

= noise input in db below the reference.

M = compression/expansion range of the canpandor in db.

n = compression/expansion ratio.

Thus it is seen that the noise improvement is constant I « M (1  - l /n )J  

if the noise input is below the expansion range, but varies as 

(n - 1} !■!]_, if the noise input is within the expansion range of the 

compandor. From practical considerations, the value of n is 

generally chosen as 2, although a higher value of n will give a 

higher noise improvement, but has the disadvantage of introducing 

more variations in channel loss and other system instabilities.

Y/ith n - 2 and M = 40 db, the average noise improvement in syllabic
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compandors is about 80 db far <, -20 db, but the improvement 

is only N-j_ db for N^ >  -20 db*

When the speech signals are present, however, the noise 

level will be reduced by varying amounts depending, upon the effec­

tive loss in the expand or required to restore the original volume 

relations and a gradually diminishing improvement for signals of 

increasing level will occur t ill  there is no improvement for 0 db 

signal level* Thus for the with-signal condition where S is the 

signal level in db, the output noise is :

Ng = + S /n , for -M < S 0 db and Nx ^  -M/n )

and, ) . . .

) (2 .34 '
Ng = Ni + M(1 - l / n ) , for S < -M, ^  -M/n )

The input vs. signal-to-noise curve in SQ,-PCM is seen to be 

linearly rising with input level within the useful range and the 

net effect of the compandor would then be to spread the SNR curve 

because of the proportional improvement in S /n , as is shown in 

Fig*2» 20. Because of the compressor distortion and the nonlinear 

expansion at higher input levels, the SNH for large signals will 

now be slightly lower than the above ideal values* Thus, the 

syllabic compandor would be useful in combating quantizing noise, 

specially for speech-like signals, where the useful energy levels 

would be processed by the system with higher output SNR*

2 .5 .2 .  INSTANTANEOUS COMPANDOR.

To estimate the SNR characteristics and the noise suscepti­

bility of the instantaneous compandor, one may study the output of
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an expandor when the input is a signal plus noise voltage (as in 

the case of quantizing noise). Assuming the characteristic of the 

expandor to be an shown in F ig .2 .21 , an input of i£ volts results 

in an output of V volts. The same characteristic with input-output 

axes interchanged will apply for the compressor. If a noise voltage 

A E  is also present at the input, the new input will be E + A  E and 

the new output will be Y + A T  volts* At the output of the expandor 

the instantaneous signal, when there is no noise, is :

where * a ’ is a constant of proportionality. The instantaneous 

noise voltage, if it is present at the input, is :

In a non-compandored system with M = 1 the SNR is V / A S  = S/AlS.

nrovided a compandor is used. Since the characteristic of the 

expandor is non-linear, M varies with the amplitude of the signal 

and is a function of the slope of the characteristic.

Many non-linear single valued characteristics for the 

compandor are possible and the choice ultimately is m  favour of

S » a V

U = a .. AV

= a  . A E .  A V / A E  

u y  |sj _  a., •  M.

where M is defined as the noise susceptibility = A V / A E .  Therefore, 

the output CUR is :

(2 .3 5 ) .

The equation (2 .35) shows the Improvement in SNR by a factorCop
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a logarithmic one *" . In a logarithmic compandor, the output 

voltage of the compressor is a logarithmic function of the input 

voltage, and conversely, the output voltage of the expandor is an 

exponential function of the input voltage, e .g . ,

V = ce

where c and b are arbitrary constants® It is evident that the

characteristic cannot follow the exponential law at small values

of input voltages, because, if the relationship is exponential,

¥ is not zero when £ is zero. This difficulty is avoided by using

a characteristic which is linear for input voltages below a given

value and exponential for input voltages above this value. A

24
characteristic of this type is shown in F ig .2,22 « The point at 

which the characteristic changes from a linear to an exponential 

relationship is referred to as the transition point.

The exponential portion of the characteristics is given by

V « £ . . .  (2 .3 6 ).

provided, ¥ = 1 when B = 1 and provided, Nl* ^V/a £ » at the

transition point# and Et are the output and input voltages 

respectively of the expandor at the transition point and from

iSq • ( 2 » 3 6 )  s

• 6 . . .  (2 .3 7 ).

If the ’’expansion ratio” K is defined as the ratio of Vm/Vt and 

i^m/^t > w^ei>e an^ are the maximum values of the expandor 

output and input voltages, the$,

|< s E t /V t  • • •  (2 .3 8 ) .

24 22
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(oince it was assumed that I£m = 1/  ̂ = 1)» Substituting the value 

of from eq .(2 .37 ) ,

. . .  (2 .3 9 ).

If  It  is replaced by in the above expression then, K will define 

the "compression ratio” . The equations (2.37) and (2.39) define 

completely the relation between K, and Et . If any one of them 

is specified, the other two can be calculated and the complete 

expandor characteristic is known.

If  the input voltage is within the exponential region, the 

SKii can be calculated by finding the noise susceptibility M and 

substituting it in eq. (2 .3 5 ) . By differentiating e q .(2.36) with 

respect to E ,

(E - 0 / e t

a v / a e  = ( i / e T) .  t  = v / E t  = M

This shows that the noise susceptibility is directly proportional 

to the magnitude of the signal* Putting this value of M in eq,

(2 .3 5 ) .

and since <  Ema*x , the SNR with the compandor included will 

be less, which agrees with the physical reasoning given earlier. 

The eq .2 .40  shows that the ratio of instantaneous signal to 

instantaneous noise voltages at the output of the compandored 

system is independent of the amplitude of the input signal within

In the system without compandor, the £NR obtained will be
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the exponential range of the expander. This is a definite 

advantage of the logarithmic compandor* Since the quantizing 

noise in PCM systems has a uniform power density, it is more 

convenient to use the rms noise voltage 2 n in e q .(2 .4 0 ) . Hence,

S )flISTAWT / N**S . . .  (2 .41 ).

2q .(2 .4 1 )  gives a very simple method of evaluating the SNR in an 

instantaneous compandor. is estimated from the amount.of the 

compression or expansion to be used and Sn is the total rms noise 

at the input of the expandor. The above derivation of eq .2.41 

applies to the sampled PAM pulses, but in the present case, it 

can also be used if i£n is defined as the total quantizing noise 

contributed by the distorted and compressed signal.

If the input voltage is within the linear region of the 

characteristic, the noise susceptibility is or is equal to

l /K , i .e . , it is inversely proportional to the expansion ratio. 

Thus it is seen that the improvement due to the compandor is due 

to two reasons. First of a ll , the input to the quantizer is so 

changed by the compressor that the weak signals are quantized with 

much better SNR, and secondly the expandor, while correcting the 

action of the compressor, makes the output SNR independent of the 

input in the exponential region of its characteristics. The net 

result is a f l a t , though lower, SNR characteristic for almost the 

entire dynamic range of the input, as is shown in F ig .2 ,20 .

A sample calculation of the SNR for the compandored S^-PCM 

system is given below for illustrating the use of F ig .2 .22 and
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e q .(2 .41)« It is assumed that a range of 55 db below 1 volt has 

to be handled by the exponential region of the compandor characte­

ristic , and inputs below 35 db are to be handled by the linear 

region. This means that the exponential range at the output of 

the expander extends from 1 volt to 35 db below 1 volt. The trans­

it! on-point for the input is therefore fixed at 0,283 volts i .e .

11 db below 1 volt as is seen in F ig .2 ,22 , and hence an input 

change of 11 db results in an output change of 35 db in the expand or. 

From Eqs.(2 .3 ? )  and (2 .39) Vt and K are -22.5 db and 11.5 db 

respectively. The complete expander characteristic is therefore 

specified.

To calculate 3n of e q .2 .41 , one has to determine the total 

rms noise at the input to the expandor. The instantaneous compre­

ssor distorts the signal and if a sinusoidal signal input is assumed, 

the 3rd, 5th, 7th etc. harmonics apart from the fundamental are 

produced. The levels of the harmonics generated at the output with 

different input levels are given in Table I ,  for the compressor 

characteristic shown in F ig .2*24,

TABLE I .

Input level.
r  ■ — ...........
| Fundamental*

i
13rd Harmonic . p t h Harmonic

. . . . .  .. —  

|7th Harmonic

0 db ref. 0 db ref. -14 db. -20 db. i CO db.

-10 db. -2.5 db. -17 db. -24 db. -29 db.

-20 db. -5 db. -22 db. -32 db. -45 db.

-30 db. -12 db. -36 db. -50 db. -

-40 db. -21 db. -
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ivach harmonic, at the above levels, will pass through the 

Sq,~POM system and be reproduced together with a quantizing noise*

If  the variation of SNR (Quantizing) with input levels in the 

S0,~PGM system is assumed to be linear, then the contribution of 

quantizing noise due to each harmonic is known. In the Ternary 

;.;Q,-PCÎ  system at 40 Kc/s, for instance, the quantizing noise is 

45 db below the signal for a 0 db (reference) input. Hence the 

noise contribution due to the fundamental is 0.0056 V for 1 volt 

(= 0 db reference) input signal to the compressor. For a 3rd 

Harmonic of -14 db, the SNR is again -45 db (equal to 31 db below 

the harmonic level) and the noise is 0.0056 Y, and similarly for 

others. The rms value of the sum of the noise voltages due to 

the fundamental, 3rd, 5th, and 7th harmonic is equal to 0.01 volt 

for 0 db input level. In the same way, the rms noise for other 

input levels is calculated. Now from e q .(2 .4 1 ),

S,NST. /Ny„s =E*/e*. = = 2-} =»b
' / 0> 0 \

(f or 0 db input level).

F ig .2 .23  (solid curve II) shows a plot of SNR vs. input level of 

the compandored Ternary £Q,-PCM system at a PRF of 40 Kc/s. The 

figure (solid curve IY) also shows the theoretical values of SNR 

with input level (calculated in a similar manner as in the Ternary 

system) in case of the Binary 2^-PGM system at a PRF of 40 Kc/s.

The usual input-output characteristics of the compressor 

and the expandor are shown in F ig .2 .24 . The overall input-output 

relation of the comp and ored system is generally linear as shown in 

the sane figure. However, it is experimentally found that in
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certain applications e .g . in speech processing, it is not 

necessary to have this characteristic absolutely linear. A 

certain amount of compression (at the higher input levels) in 

the output of the system may be tolerated. For this class of 

signals, therefore, a partial compandor with the input-output 

relation shown in F ig .£.24 (dotted) can be used. The SKA calcu­

lation is now modified slightly and it is found that this SI® 

characteristic is better than that of the matched compandor*

The SKA vs. input curves for the Ternary and Binary S0/-PCM 

systems using partial compandor are also shown in F ig ,2.23 

(dashed curves).

Thus it is seen that the instantaneous compandor can 

provide an almost flat SNR for an input dynamic range of about 

35 db. The main advantage of the instantaneous compandor, lies 

in the practicability of compressing and expanding instantaneous 

amplitudes of sampled signals, as are present in TDM pulse modu­

lation systems.

2 , 5 . 3 .  0 QMikii-u'ITS.

An important difference between the syllabic and the 

instantaneous compandor is the bandwidth requirement. Syllabic 

compandors can transmit signals in a frequency band not signifi­

cantly larger than that of the original signal. The distortion 

of the signal by the compressor may virtually be restricted to 

a change in loudness only. Instantaneous compandors used on 

tine -division systems, also do not require any extra bandwidth. 

On the message signal, however, they will introduce heavy

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



distortion and the bandwidth required after the compressor will 

be quite large compared to the message bandwidth. Lozier5 has 

shown that theoretically, the bandwidth can be restricted to the 

message bandwidth provided the compressed signal is sampled at a 

frequency which is precisely the double of the message bandwidth 

transmitted in the channel and recovered at the receiver by a 

synchronous sampling again at 2T'Vm„ The instantaneous compandors 

thus do not work satisfactorily in systems having a bandwidth of 

the order of the signal bandwidth, the additional transmission 

requirements being very severe if the bandwidth is so restricted.

Suitability or otherwise of a particular type of compandor 

can be assessed with reference to the type of message signals at 

the input, the bandwidth of the S^-POM systems, and the cost 

considerations in time-multiplexing of the number of channels.

It is well known that In speech signals, the maximum amount of 

energy is concentrated around 10-15 db of the rms input signal.. 

The SNR of the S^-PCM systems is quite acceptable for this range 

of input signals, but the weaker signals will be reproduced with 

poor Sl'iii. Syllabic compandors, by compressing the total volume 

range of. the speech input, will allow the processing of the 

message at a level where the SHE is good. The instantaneous 

compandor, on the other hand, will improve the SHE at the low 

levels at the cost of the S1IH at higher input levels. The over­

all CNR characteristic will be flatter though at a much lower 

level as shown in F ig .2 .20 .

One of the disadvantages of the syllabic compandor is

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



- 55 -

that in a TDM system, each channel will require a compressor and 

an expander. Whereas the instantaneous compandor, working on the 

instantaneous values of the sampled signal, can be made common, by 

first sampling and multiplexing all channels and then compressing 

this multiplexed signal by one compressor. Similarly, at the recei­

ver, after decoding, the instantaneous values are expanded before 

being separated into individual channels. The S^-PCM system like 

the AQ.-PCM system can also be multiplexed on TDM basis and a single 

compandor used, as will be shown in Section 5 ,5 . The considerable 

economy in the equipment and the valuable noise reducing properties 

of the instantaneous type of compandor make it the most obvious 

choice in TDM coded-pulse modulation systems*,

2 .6 . DISCUSSION.

The two block diagrams of F ig .2 ,5  and 2 ,4  are the basic units 

of any uni-digit quantised pulse modulation system and the systems 

only differ in the details of arrangement of filters, eoualisers 

and feedback circuits, A three level quantizer directly leads to a 

Ternary system and it is seen that the Ternary coding offers many 

advantages over the Binary coding, A two level quantizer basically 

gives Binary GQ-PCM, A-M and A-SLM systems* The signal-to-noise 

characteristic of the So,-PCM has been worked out in Section 2 ,4 , with 

the assumption that the feedback network is an integrator and a 

replica of the receiver. The signal-to-noise characteristics of two 

of the other arrangements possible have been worked out in Appendix 

3 , The improvement in the approximation by the Binary SQ,-PCM could 

be attributed to the use of a threshold in the quantizer and an
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optimum response of the feedback network# The approximation in 

A -H with +1/-1 pulses and hence no threshold, does not allow the 

optimization of the amplitude distribution of the error pulses.

The SNR at the output (eq*3 .8 ), therefore, is equivalent to the 

worst case in the Binary S?.-PCM (eq .2«32). The SNR, however, 

depends upon the message signal frequency fm and also on the signal 

amplitudes XhV@; hence, SMH deteriorates at the higher frequencies 

and at lower signal levels. The use of an integrator at the recei­

ver also leads to cumulative errors due to channel noise. The

second model in Appendix B ( A-XM ) has an SI® (eq.B.22) indepen-

4
dent of fm and does not use an integrator at the receiver. -Tafger 

has reported that a double integration in the feedback loop of the 

coder of A  -M helps to improve the SNR at sufficiently high PRF* s .

At the PRF ’ s which have been used here, it has been found that the 

SNR using double integration in the feedback are .poorer and there 

in a tendency of the circuit to be unstable.

In similarity to AO,-POM, it has been possible to use instan­

taneous compandors in the Ternary and Binary SQ,-PCM systems, and 

the theoretical calculations show a satisfactory SNR at the output 

for a total input range of about 40 db, Theoretically, the SNR 

properties of the Ternary S^-POM at 40 Kc/s PRF are very similar 

to those of a 7-digit A^-PGM and it has been shown later that the 

two practical systems are almost eauivalent in performance. Similar­

ly, the Binary SQ,~FCM at 40 Kc/s PRF is found to be equivalent to a 

6-digit A^-PCM in actual performance*
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CHARACTERISTICS OF THE TEPJWiY SQ-PCIT.

3 .0  GiilN^KAL.

The coding scheme of Section 8 .2 has been worked out expe- 

riiDsntally in the laboratory. It has been shown there that the 

input signal is differentiated, sampled and then passed through a 

3 level quantizer which converts the variations of the slopes of 

the signal into unit pulses of +1, 0 or -1. An integrator at the 

receiver builds up a staircase approximated signal which, when 

filtered, gives the signal back. It is also seen that a continuous 

comparison of the input signal with the approximated signal, obtain­

ed by using a feedback loop incorporating the local receiver, gives 

rise to a minimisation of error in quantizing. The use of a thres­

hold in the comparator results in an optimization of the distribu­

tion of error amplitudes, as has been shown in Section 2 .4 . The 

present Chapter is intended to give the detailed circuit diagrams 

and performance characteristics of the Ternary S'wPCJ.i systems - 

with and without feedback - developed in the laboratory.

The performance characteristics like the SITR, the linearity 

and the frequency distortion etc. of the Ternary S^-PCM systems has 

been tested with different types of input signals such as sinusoi­

dal signals, FM signals, Noise signals, and Speech signals. The 

sinusoidal signals, though in themselves not ideal signals for 

testing any system, are used here extensively as test signals

CHAPTER. I I I .
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bsoauss the simplicity and ease of measurement outweigh the dis­

advantages. Test results of sinusoidal signals are also a real- 

istio and convenient basis of comparison with other systems, On 

the other hand, the signals which one may come across in practice 

are more complex and semi-random in nature. A noise signal test, 

therefore, gives a more correct picture of the actual performance 

under practical conditions. At the same time , in some applicati­

ons like Telemetry etc® the signals are frequency modulated with 

no, or little , amplitude variations, and the behaviour of the 

system for this special class of input is also worth investiga­

ting. More often than not, the input signal is a speech signal 

which is also random like noise, but more redundent as far as - 

intelligibility is concerned. The speech signals can be trans­

mitted intelligibly by systems which may have no linearity in 

input vs. output relation, and whose frequency response is not 

uniform.

As has been mentioned in Section 2 .2 , the circuit confi­

gurations of F ig s .2.10 and 2.11 have been worked suecessfully in 

the laboratory, but the configuration given in F ig .2.11 is simpler 

and leads to slightly improved overall results, and, therefore, 

the discussion and the performance of this latter system only will 

be given here. The removal of the feedback loop and insertion of 

a differentiator (AF band) in the circuit bef ore the sampler will 

convert the circuit to a S^-PCM-without feedback system. The 

receiver in both cases is the same.

Lection 3.1 deals with the Ternary S^-PCM system with feed­

back. The detailed circuit diagrams are given in Gection 3 .1 .0
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and the system characteristics are given in Section 3 .1 .1 .  Sections 

3 .1 .2  and o .l .3  discuss the stability and the quantizing noise 

spefetrum respectively, and Section 3 .1 .4  gives a summary of the 

results. Section 3 .2  deals with the Ternary S^-PGM system without 

feedback, i t ’ s circuit details and the performance characteristics. 

Section 3 ,3 concludes the Chapter with a discussion of the results 

obtained for the Ternary Sn-PCM systems.

3 .1 .0  TSHKARY S-Q-PCM WITH FEED BACK.

A functional diagram of the Ternary SQ-PCM system with feed­

back has been shown in F ig .2.11 and a full block schematic diagram 

of the system is shown in F ig .3 .1 . The input signal is fed through 

an amplifier and cathode follower to the difference circuit, to 

which is also fed the approximated signal obtained through the feed­

back circuit. The error signal at the output of the difference 

circuit is amplified and sampled at the desired PEF by the Bisymme- 

trical sampling circuit with symmetrical positive and negative pul­

ses from the pulse generator. The samples are next separated by 

the positive and the negative clipper circuits. The positive error 

samples are quantized by the Schmitt trigger, with a reference bias 

so adjusted that the error amplitudes larger than the threshold are 

converted into a positive unit pulse, and error amplitudes less than 

the threshold produce no pulse. Similarly, the negative error samp­

les are quantized by another Schmitt trigger into a negative unit 

pulse, or a ’ no’ pulse, depending upon the amplitudes of the error 

samples being below, or above, a reference threshold. The output of 

the Schmitt triggers are differentiated and amplified to remove any
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width variation and combined in an adder circuit to form the trans­

mitter output* A  part of the output is taken through a cathode 

followers integrator and 2 stage amplifier (with gain control) to 

form the feedback loop. The integrator builds up the signal in 

positive, or negative, steps depending upon the polarity of the 

transmitter pulses. The pulses are therefore converted into a 

continuous signal which is amplified by the 2 stage amplifier and 

fed into the difference circuit to complete the loop. Two stages 

of amplifiers are necessary to make the feedback signal 180 degrees 

out of phase with the input signal.

The receiver consists of a cathode follower, followed by an 

integrators amplifier and a bandpass filter (300 c/s to 3400 c/s 

passband), to give the approximated output of the system. The 

integrator has a break point at 800 c/s and its response is further 

modified by a local feedback across it . The purpose of this local 

feedback across the integrator is to reduce the output of the inte­

grator at low frequencies* This has the effect of reducing the 

output of the system at lower frequencies and thus equalising 

frequency response to some extent. It also improves the SNR at 

higher frequencies by suppressing the periodic and distortion 

noise produced at the lower end of the spectrum. A plot of the 

variation of the output amplitude with frequency for the integra- 

tor-amplifier combination in the receiver is shown in F ig .3 .2 .

Most of the circuits in the transmitter and the receiver 

are of the conventional type. The pulse generator in F ig ,3.1  

consists of the KC-coupled multivibrator whose repetition frequency 

is controllable by varying the common grid bias* The pulses obtai­

ned are differentiated and the positive half clipped to give nega-
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tive spikes which are amplified by a pulse amplifier. The trigger 

pulses so generated are used to trigger a cathode-coupled one-shot 

multivibrator which produces pulses of uniformly large amplitude 

and constant width. The output of the multivibrator is split 

into symmetrical positive and negative pulses which are used in 

the Bisymmetrical sampling circuit. The positive pulse Schmitt 

trigger is a conventional circuit, but the negative pulse Schmitt 

trigger, shown in F ig .3 .3 , is a slight modification of the conven­

tional circuit. Here the negative trigger pulses give a negative 

pulse output, and the bias arrangement is sensitive enough to make 

the circuit trigger for input amplitudes larger than a particular 

value. A complete circuit diagram of the transmitter and the 

receiver is given in F ig .3 .4 .

The compandor - compressor at the input and the exp and or at 

the output - is shown dotted in F ig .3 .1 , the circuit details being 

given in the F ig .3 .5(a) and (b ) . The diodes used are either 0A79 

or 0A85. The input-output characteristics of the compressor and 

the expandor have been determined experimentally and are shown in 

F ig ,3 .6 . These characteristics agree fairly well with the theore­

tical curves in Section 2 .5 . The partial compandor uses the same 

compressor but uses only one expandor to give the input-output 

relation shown dotted in F ig .3 .6 .

3 .1 .1 .  SYSTEM CHARACTERISTICS.

(a ) Sinusoidal Signal Test.

Q,uantizing-noise obtained with the variation of input
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H-r^Â/V —
— sAAA/—  

>ioe io.

— — '1!1' 
'AZZ

Or
-Jc/
2

J—vWW'—
I  * i-z
-WVWv—4*1* 
5 >i i.2 %{ <t, 

+- o ’

-v\M— 1
MOOl

"nMAV—M U
—\A/WV— 1

ai m

K or
-r—*V\AA/V—

r>» 
_ i--- fa

TT
- ■s/sAAAA—

2:<V?

10̂
<T -2 

+  I

M 001
-VWVWV"

-| j—> 4V c j

- v\aMM-H ; t-lvwvy
-li—

-~V\AAA/V- 
»  001

tVYVWVV---------
MOOS

| + * nr 
11 L-wawv- 
j *£-£
—-ww—

>t op-z

2:c

<

O  '
^  L 
N-? 
<0.

- H l-l-J-jvwvw—

r——VVWV— 
o| , WOPS
o T

-WWW-
X  00!

~n/VNM*"-----
I >»'
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signal amplitude, and frequency, is one of the fairly important 

characteristic in any coded system* The measurement of signal-to- 

quantizing-noise (SMR(Q,) j ratio will involve a measurement of the 

signal amplitude, and the noise In the passband (excluding the 

signal). Two types of equipment have been utilised for this 

purpose® A visual-display audio frequency Spectrum Analyser 

(Panoramic Sonic Analyser Model LP-l.a), shows the complete fre- 

auency spectrum of the output signal together with the amplitudes 

of each of these components. The average value of the noise part 

of the spectrum is displayed as a patch on the frequency-amplitude 

(db) scale. The signal-to-noise ratio is therefore directly read 

out* The calibration of this equipment is done with the other 

type of measurement which utilises a Noise-distortion Analyzer 

{Hewlett Packard Model 330 B) . In this measurement, assuming 

that the SNR is high, the signal plus noise is measured, and then 

the signal is suppressed by a tunable filter . The resulting noise 

alone is measured by the average meter calibrated in terms of rms 

value, and the ratio of the two gives the SNR. It has been found 

that the measurements made by the spectrum analyser and the dis­

tortion analyser agree fairly well. The test results of the SNR 

etc. of the SQ,-PCM systems reported here have been taken by either 

one of the two methods, depending on the convenience of measurement.

The experimental observations, like variation of SNA(Qj with 

input signal magnitude, frequency, and PRF etc ., for the sinusoidal 

signals, have been taken with a laboratory set up as given in 

F ig .3 ,7 . First of all, the compressor and the matching expandor 

are not used, and the system is tested with signals in the band
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of 300 c/s to 3400 c/s frequency. The variation of SNR with input 

signal level is shown in F ig .3.8 for 4 different PHFs of 60, 40,

30 and SO Kc/s. The signal frequency is 1 Kc/s and the best SNRs 

are 44, 41, 37 & 33 db at PKFs of 60, 40, 30 and 20 Kc/s respec­

tively. The SNR is above 25 db for a. dynamic range of 31, 29, 22 

and 16 db for the same four PHFs respectively. The SNIt falls 

sharply above the optimum input level of 0 db because of the over­

loading effect, discussed in Section 2 .4 . The feedback voltage is 

built up by f r/2 f  m number of positive and negative pulses, each 

pulse changing the signal by one unit. The signal amplitude built 

up, therefore, is limited by the number of pulses which is again 

fixed by f r and fm. Any increase of the input signal amplitude 

beyond the reference level will thus result in clipping at the 

output of the system. Harmonics will be produced due to clipping, 

and F ig .3 .9  shows an experimental measurement of the amplitudes of 

the 2nd and 3rd harmonic when the input signal is above the over­

load point. A +5 db increase in the signal results in a -38 db 

2nd harmonic and a -35 db 3rd harmonic level, below the fundamen­

tal. A further increase to +7.5 db input results in a -37 db 2nd 

harmonic and a -31 db 3rd harmonic level, below the fundamental.

in similarity with AQ,-PCM and A-M systems, a periodic 

nois^7 in the form of beat notes occurs for the discrete values 

of the signal frequencies. F ig .3.10 shows the nature of variation 

of the periodic noise in the SQ-PCM system with feedback, where 

the periodic noise output below the fundamental is plotted for a 

signal frequency of 2700 c /s . The frequency of the periodic
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component is 60 0 c/s in this particular measurement. The points 

shown as circles are the measured values and the arrows indicate 

the input levels for which the periodic component is negligibly 

small; the continuous curves have been extrapolated from these.

F ig .3.11 shows the variation of the SNR with input level 

for signal frequencies of 400 c/s and 5 Kc/s. These curves have 

been drawn only for two representative PRFs of 40 Kc/s and 20 Kc/s 

as the results at other PRFs have a similar nature. The SNR at 

higher signal frequency deteriorates by about 6 db at 0 db input 

level for 40 Kc/s PRF and by about 8 db for 20 Kc/s PRF. In 

F ig .3 . IS the variation of SMS with signal frequency is shown for 

different input levels and it is seen that, for the -5 db input 

level (ref ,0 db) , the SNR at the higher freouency falls only by 

one db, but at still lower input levels it is constant for all 

frequencies. It is found that the feedback network is not able 

to build up enough feedback voltage from the fewer transmitter 

output pulses at the higher frequencies, as explained earlier, 

and therefore, the feedback is not effective for input levels 

above -3 db. Around this input level, the decreased signal amp­

litude becomes comparable to the feedback voltage and the feed­

back starts functioning so that a linear input-output relation 

obtained. The same effect is also seen in the output vs. sig-

1 frequency curve shown in F ig .3 .13 . There is a frequency dis- 

rtion at higher input levels, and the 3 Kc/s output, at 0 db 

put level, is about 3 db below the output of the 1 Kc/s signal, 

wever, at -3 db input the frequency distortion is negligible,
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and at still lower inputs the output is constant with change in 

frequency. The input-output voltage relation is shown in 3.14 

for 1 Kc/s and 3 Kc/s signals. All the figures (Figs.3 .11 , 3 .12 , 

3 .13 , and 3 .1 4 ) , therefore, show the effect of the overloading in 

the form of slightly poorer results for the higher frequency sig­

nals at comparatively higher input levels.

F ig .3.15 shows the variation of the optimum SNR with PRF. 

Referring to the equation (2.30) for the SNR, it is seen that the 

2MB is dependent upon the PRF to the power 3 /2 , i . e . ,  the SNR 

increases by 9 db per octave change of PRF, The slope of the 

experimental curve is about 8 .0  db/octave and agrees fairly well 

with the theoretical equation.

A photograph of the output pulses of the transmitter is 

shown in F ig .3 .16(a) and the sinusoidal signal output at the 

receiver, after the bandpass filter , is shown in F ig .3 .16 (b ). In 

Fig. 3.16 (c ) the input and the output waveform of the system is 

shown for a triangular signal. The output waveform shown is 

before the filter and the PRF is 40 Kc/s . It can be seen that 

the waveform is reproduced without any visible distortion.

To improve the dynamic range of the input voltage, the 

compressor and the expandor are introduced and similar tests per­

formed. If  a matching expandor (double expansion) at the output

is used, it will give rise to the linear compandor. The variation
PRF

of CHE with Input level at 60, 40, 30, 80 Ko/tfy for a signal fre­

quency of 1 Kc /s , is shown in F ig ,3 .17 . The dynamic range (range 

for which the P3.TR Is above 25 db) , with the compandor included, is
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4o db and 40 db , at 60 Kc/s and 40 Ko/s PRF, respectively. Also 

the 31k is above 31 db ana 27.5 db for a range of input of 41 db 

and 37 db, at PRFs of 60 and 40 Ko/s, respectively. The SNR at 

30 Kc/s is above 24 db for an input range of 32 db, and at 20 Kc/s 

PRF, the SNR is above 20 db for an input range of about 27 db.

The variation of SNR with input level for the signal frequency of 

3 Kc/s is also shown in F ig .3.17 (dotted curves). The BEE at 

3 Kc/s signal frequency is about 3 db below the SNR for 1 Kc/s 

for almost the entire dynamic range. The SNR variation with the 

input for the signal frequencies below 1 Kc/s is almost identical 

with the 1 Kc/s curve.

I f , just one expandor is used at the output without distur­

bing the compressor, the output remains partially compressed at 

the higher input levels. This has been called the Partial compan­

dor and the SHE variation with input level has been plotted in 

F ig .3 .18 for the PRFs of 60, 40, 30 and 20 Kc/s, at a signal fre­

quency of 1 Kc/s. It is seen that the dynamic range reduces a 

little bit and for a SiiR of 25 db and above, the new dynamic range 

is 42 db, 40 db, 34 db and 26 db respectively, for the 4 PRFs.

The advantage of the partial compandor is that the SNR within the 

dynamic range Is better than those in the linear compandor. The 

optimum SNR in the dynamic range is 34, 29 and 27 db, for the 60, 

40, 30 and 20 Kc/s PRF respectively. The variation of SNR with 

input level for different signal frequencies is shown in F ig .3 .19 , 

where it is seen that the SNR at higher frequency falls by about

2 db, compared to 1 Kc/s signal. The SNR at frequencies lower 

than 1 Kc/s is similar to it and has not been drawn. F ig .3.20
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shows the output variation with frequency, for different signal 

input levels. The output at higher frequencies falls because of 

the same saturation effect, discussed earlier. Since the range 

of 0 - 20 db is compressed to 0 - 5, which is also the overload 

range (as seen in F ig .3.1.3) , the overload effect spreads upto 

-20 db input level. The practical results obtained for the linear 

and the partial compandor agree fairly well with the theoretically 

calculated Sl-ffi and the dynamic range given in Fig«2.23.

(b) FIvI Signal Test.

For the processing of Fl,i signals, the input-output linearity 

is not of any importance, as there is no amplitude variation. The 

performance of the ternary 3q,-PCM system (with feedback) has been 

tested with FIC signals, and the measurement technique is indicated 

in F ig .3 .21 . The output of the FM generator is passed through a 

bandpass filter , whose passband can be made either from 300 c/s to 

1850 c /s , called Band I ,  or from 1850 c/s to 3400 c /s , called 

Band 11. The signal is processed by the system and the output of 

the receiver is monitored with the Spectrum Analyser (mentioned 

earlier). If the signal is in Band I ,  the noise is observed in 

the Band I I ,  or vice versa*

The SNR for the FM signal input to the system is shown in 

F ig .3 .22 , where the signal has been shown to be in Band I and the 

noise observed in Band I I .  The average readings of the SNR, for 

the signal in Band 1 and in Band I I ,  at PRFs of 60, 40, 30 and

20 Kc/s, are 36, 33, 29 and 26 db, respectively. A narrow band
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FM has also been used as a test signal. Ths signal occupies a 

band of 800 - 1700 c/s and the SNR at the different PRFs of 60, 

40, 30 and SO Kc/s is 37, 34, 30 and 27 db, respectively, as 

shown in F ig .3 .23 . A photograph of the input ana the reproduced 

signals when the input is an FM signal (at a PRF of 40 K o /s ) , is 

given in F ig .3 .24 , and it is seen that the signal has been repro­

duced fairly accurately.

(c) Noise Signal Test.

White noise is the most general signal among the complex 

signals which can be used for testing the performance of any 

system. The white noise has a continuous distribution of fre­

quency components, and is , theoretically, capable of assuming 

infinitely great values of instantaneous voltage at infrequent 

instants of time*. Bennett7 has remarked that it is an experi­

mentally observed fact that, white noise has never been observed 

to exceed appreciably a voltage four times its rms value. Hence 

the rms value of the input noise signal is taken to be one fourth 

or 12 db below the overload voltage for the sinusoidal signal.

The technioua of measurement is similar that given for the FM 

signals, and is shown in F ig .3 .25 . Two kinds of measurements 

have been done. In one method, a bandpass filter is used so 

that the total audio band is divided into two, Bands I and I I , 

as before. The quantizing noise has been assumed to be of the 

white noise type (refer Section 2 .4 ) ,  having a uniform power 

spectral density, and as the Bands I and I I  are equal, the total 

quantizing noise is double of the noise observed in Band I or I I ,
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The input signal is also a noise signal, and therefore, the noise 

signal power in any one of the Bands is half of the total signal 

power in the audio band. The signal to noise ratio can therefore 

be directly read out from the Spectrum Analyser by observing the 

noise signal level in one of the bands and the quantizing noise 

level in the other band. A result of such a measurement is shown 

in F ig .3 .26 , where it is seen that the SI® is 35 db, 32 db, 27 db 

and 24 db for the PRFs of 60, 40, 30 and 20 K c /s , respectively.

Another method of measurement consists in using a band stop 

filter after the noise generator such that, there is no noise 

signal input in the band of* say, 1100 - 1900 c/s. The output of the 

system, with this type of signal input, will have some quantizing 

noise in the stop band also. The readings are equalised for the 

bandwidths, and the results of SNR are given in F ig ,3.27 for the 

PRFs of 60 and 40 Kc/s, and are 35 db and 32 db, respectively.

The use of the compandor for the noise signals input shows that a 

deterioration in SNR of about 2 db occurs as compared to the SNR 

in the system without the compandor. This deterioration is explain­

ed as the direct result of the extra overloading (at high frequen­

cies) trouble encountered when the compandor has been used.

F ig .3 .8 8 (a) shows a photograph of the noise input signal of 

half bandwidth, Band I ,  and Fig. 3 .28(b) shows a photograph of the 

output of the system, where it is seen that there is some quanti­

zing noise in Band I I .  SNR from the photograph is of the order of 

32 db for a PRF of 40 Kc/s.
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(d) Speech Test»

26
Lavenport and others have shown that the probability distri­

bution of the amplitudes of a speech signal is almost Gaussian with 

a crest factor of about 3 .5 , a value very close to that of white 

noise. The noise test in the previous section, therefore, gives a 

fairly good idea of the performance of tJbe system for speech signals. 

A point of essential difference between the noise signal and the 

speech signal is that the former has a flat frequency spectrum, 

whereas the frequency spectrum of the latter is far from flat. Also, 

for the c onvenience of communication, the total range of level 

variation of speech signals can be substantially reduced without 

any noticeable deterioration in intelligibility and quality, and 

this artifice is good enough for ccmmercial purposes.

Listening tests on the reproduced speech signals for conti­

nuous speech passages gave excellent results at 40 and 60 Kc/s PRF• 

It is found that for a PRF of 40 Kc/s and above, there is no appre­

ciable difference between the original and the reproduced signal.

At 20 Kc/s PRF, however, some background crackling noise appears 

which is tolerable, and the intelligibility of speech is quite good. 

However, quantitative analysis of processed speech is generally 

done by speech spectrographs. In the absence of a speech spectro­

graph, a amplitude-time-frequency characteristics of the processed 

speech has been obtained and compared with the original in the 

following way.

The original speech, and the reproduced speech, are recorded 

on a Level Recorder by using a technique shown in F ig ,3*29. A sen-
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tence is recorded on the Tape Recorder and then played back through 

a narrow band 1/3 octave filter to be recorded on the Level Re cor- 

der. The centre frequency of this 1/3 octave filter is variable 

over the audio band in discrete steps, and can be set at 315 c /s , 

400 c /s , 500 c /s , 630 c /s , 80 c/s . . . . . .  3150 c /s , 4000 c/s etc.

The frequency vs, output characteristics of this 1/3 octave 

filter is shown in F ig .3 .30 , for three consecutive centre frequen­

cies of 800 c /s , 1000 c/s and 1250 c /s . The speech energy passing 

through the passband of this filter set at any centre frequency, 

therefore, is recorded on the Level Recorder. The Level Recorder 

used for the experimental purpose here is Bruel and Kjaer, Type 

2304. Many recordings have been taken, but the records of the 

centre frequencies of 500 c /s , 1000 c/s and 3150 c/s only have 

been given below, as they are the representative recordings of the 

lower, centre and higher ends of the audio band.

The original recording of the chosen sentence, ’’Pandit 

Jawaharial Nehru died on 27th May, 1964, Bharat Ki J a i " , is there­

fore rerecorded on the Level Recorder with the 1/3 octave filter 

having the three centre frequencies of 500 c /s , 1000 c/s and 

3150 c /s . The same taped sentence is now processed by the system 

at PRF of 40 and 20 K c /s , and the output is again recorded for 

the same three centre frequencies. Next the processed signal, 

with the compandor in the system, is similarly recorded.

F ig .3 .31  shows, for the centre frequency of 500 c /s , the 

four recordings (i) original, (ii) reproduced signal without 

compandor at 40 Kc/s PRF, ( i i i } reproduced signal without compan­

dor at 20 Kc/s PRF and (iv) reproduced signal with compandor
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included (at 40 Kc/s PRF), far a comparison. F ig .3.32 shows the 

four recording for a centre frequency of 1000 c/s and F ig .3.33 

shows the same four recordings for a centre frequency of 3150 c/s. 

It is seen that at 20 Kc/s PRF, the 3150 c/s band of the signal 

frequency is not well reproduced, but the reproduction at 1000 c/s 

band is tolerable. The processing, through the compandor is seen 

to be quite satisfactory, and the quality of the speech, on liste­

ning, is good.

3 . 1 .S. STABILITY.

The stability of the Ternary SQ,-PCM system with feedback 

will depend upon the proper operation of the constituent circuits. 

Disregarding any major breakdown when the system does not operate 

at all, the deterioration of the system performance with drift, 

either in the power supply, or in the reference voltage , is of 

particular interest.

The three important quantities, a variation of which is 

normally expected, are the reference bias voltage of the Schmitt 

trigger, the bias voltage of the bisymmetrical sampling circuit, 

and the ratio of the amplitudes of the positive and negative 

pulses at the transmitter output. As the Schmitt trigger is the 

quantizer, and the selection of the triggering level, which 

decides the error pulses to be ignored, depends on the bias vol­

tages, a stability measurement will require the determination of 

the deterioration in performance with the variation of this bias. 

As the bias voltage is changed in the positive direction, the
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triggering level of the Schmitt trigger be c o d e s  higher and higher, 

so that fewer error pulses are selected, and ultimately, a condi­

tion is reached when that particular trigger does not produce any 

pulses. The circuit then degenerates into a Unidirectional Binary 

circuit and is similar to the &Q-TGM system discussed in section 

2 .3 . The SNK at the output of the system, for a variation of the 

bias of the positive Schmitt trigger, is shown in F ig .3 .34 . It 

is seen that the initial change of bias from the optimum brings 

down the SHR from 40 db to 38 db, but it remains above 37 db for 

a change of about 16 volts in the bias. A further increase of 

the bias voltage, however, results in fewer triggers and the SNR 

deteriorates to about 32 db, t ill , at about 120 V bias, the 

circuit becomes a Binary SQ.-PCM system. If  the bias is kept at 

120 V , and the input level is varied, the SNR with input level 

variation is as shown in F ig .3 .35 . At 0 db input, the feedback 

circuit is not functioning properly. With a further lowering of 

the input5 the feedback voltage is enough to match the input and 

a Si'G curve exactly similar to the Binary Sq,-PCM system is 

obtained.

If the bias voltage, instead of increasing, is decreased 

below the optimum, the Schmitt trigger first of all triggers on 

very small noise amplitudes, and a further decrease of the voltage 

makes the triggers wide and continuous, and thus, the Schmitt 

trigger loses its properties. A decrease of bias of about 2-3 

volts is tolerable and the circuit operates satisfactorily. Thus 

it is seen that the system with feedback is specially very stable
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against the reference voltage variations, and the SNR is within 

acceptable limits for a large amount of variations of the bias.

The results given above are for the Schmitt trigger working 

on the positive error samples. The modified Schmitt trigger of 

F ig .3 .3  which is used for the quantization of the negative error 

samples, is more sensitive to voltage variations as compared to 

the positive Schmitt trigger. However, a voltage variation of 1$ 

in the reference voltages results in an SNR impairment of less 

than 1 db. All the measurements on the system's performance have

i

been done with the modified Schmitt trigger, but a greater stabi­

lity , than the figure given above, can be readily obtained by 

inverting the negative error samples, and then using the more 

rugged positive Schmitt trigger for quantizing. The positive 

pulse output of this trigger, however, has to be inverted again 

to get the correct +1 , 0 , -1 pulses at the output of the transmi­

tter.

The next important parameter which can change is the size 

of the positive and negative pulses. If  the pulses are equal in 

height, the SNR is optimum. But it may happen that due to some 

unbalance in circuitry, the’ amplitude of the positive pulses 

increases and becomes more than the negative pulses. The effect 

of variation of f  (defined as the ratio of positive pulse ampli­

tude to the negative pulse amplitude at the output of the trans­

mitter) with SNR is shown in F ig .3 .36 . It is seen that the 

increase of p by 10p deteriorates the SNR by about 4 d b , ana
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an increase of 30ji> de teriorates the SiMR by about 8 db* Any further 

increase does not have much effect, and the worst SNR is 32 db, 

even for an increase in p by 100$ , as the system again becomes 

equal to Binary SQ.-PCM.

The effect of the variation of the bias in the Bisymmetrical 

sampling circuit is shown in F ig .3 .37. It is seen that* a change 

of 50 V in the bias produces a change of about 4 db in the BKR, 

and the circuit is fairly stable against any such variations. In 

fact, it is observed that, even without the negative supply, the 

circuit operates satisfactorily, except for a ’mushy* triggering 

in the negative triggers which gives some extra noise i .e . the SNR 

is about 36 db and. the circuit is slightly oscillatory at lower 

input levels. Thus , it may be concluded that the Ternary SQ,-PCM 

system with feedback is quite rugged and an acceptable operation 

in possible even when the reference voltages etc. are drifting. 

Normally, the reference voltage is taken from a well regulated 

power supply, and such major changes in its voltages which will • 

effect the circuit operation will be rate.

3 .1 .3 .  SPECTRUM OF ttJANTlZlNG-HOlSa.

The quantizing-noise characteristics of the SQ.-PCM system 

has been discussed in Section 2 .4 . The spectrum of the output 

pulses of the transmitter and the receiver output (before filter) 

has been experimentally measured to coroborate the assumptions made 

there. The measurement of the spectrum has been made with a tuiiable
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filter extending over the range of 0 - 600 Kc/s. The bandwidth of 

the filter is 1.5 Kc/s at any setting of the centre frequency ana 

the output of the filter is metered with an rms meter. The input 

signal to the system is taken from a Mult if re o uency generator 

giving nine discrete freouencies in the band of 300 c/s to 5 .4  Kc/s. 

F ig .3.38 shows the spectrum of the pulses at the output of the 

transmitter.

The spectrum consists of a continuous spectrum { as given 

in eq. 5.30) , and a line spectrum, at the pulse repetition frequency. 

It is seen that the audio power in the transmitted signal is -30 db, 

the reference 0 db is the AF output of the receiver. The sidebands’ 

power, upper and lower, around the fundamental and 2nd harmonic of 

the PRF is about -23 db. The carrier is suppressed by 16 db as 

compared to the sidebands, and the continuous noise spectrum shows 

dips around the harmonics of the PRF, as was discussed in Section

2 .4 . After integration, the noise spectrum is modified as shown 

in F ig .3 .39 , and it is seen that the shape of the spectrum matches 

the theoretically assumed noise spectrum in the Section 2 .4 . The 

signal power in the audio band is equal to the reference 0 db and 

the continuous noise spectrum outside the AF band is 44 db lower.

The fundamental of the- PRF gets reduced to -64 db and the harmonic 

of the PRF are reduced still further. Therefore, it is seen that 

with the integrator, the energy in the sidebands around the harmo­

nics of the PRF (F ig .3.38) help to build up the signal in the audio 

band. This is a very important property of the Ternary pulses and 

it l e a d s  to the conclusion that for the video transmission of these
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pulses through cables etc. the d .c . and the low frequencies need

27
not be transmitted very efficiently . This will lead to conside­

rable saving in the cost of transformers etc ., because in the 

ternary system the low frequency suppression is allowable without 

disturbing the main spectrum. In fact, it is known that in A$~PCM, 

where O/l pulses are normally generated, the pulse train is 

converted into a Pseudo ternary pulse train before being transmi­

tted on the cables, as the spectrum of the O/l pulse train con­

tains discrete lines at low frequencies, and therefore, will 

suffer most from the low frequency suppression which is inevita­

ble in cable transmission. The timing pulses in the Ternary 

Sq,-P0M can be extracted by first converting the ternary pulses 

into binary pulses by rectification in the receiver, and then 

using the larger amplitude of the line spectrum of the Binary 

pulses (Section 4 .2 .2 )  for the purpose.

3 .1 .4 .  SUMMARY OF THB RESULTS.

The performance of the Ternary SQ.-PCM system (with feed­

b a c k )  has been given for four different types of input signals 

such a s  Sinusoidal, FM, Noise, and Speech, a n d  for different pulse 

repetition frequencies of 60, 40, 30 and 20 Kc/s. For a sinusoi­

dal frequency of 1 K c /s , the best SNR of 44 , 41, 37 and 33 db is 

o b t a i n e d  for the f our different PRFs, respectively. The SNR 

falls linearly with input below the overload level and falls 

sharply for the inputs above this. The reason is that the ouan- 

tizing-noise is rand cm, with a uniform power spectral density in
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the audio band, and the SI® falls linearly as the signal decreases. 

Above the overload level, there is a clipping leading to large 

amounts of harmonic distortion and a decrease in SNR. The dynamic 

range of input, with an SNR of above 25 db, is 31 db, 29 db, 22 db, 

and 16 db for the PRFs of 60, 40, 30 and 20 Kc/s respectively.

For a sinusoidal frequency at the Mgher end of the audio band, 

the overload level of the input is about 3 db below the overload 

level at 1 Kc/s. The effect produced is also reflected in the 

decrease of the SNR and the increase of frequency distortion for 

higher frequency signals at 0 db input level. Hence, the SIIR 

ana the output fall by about 6 db and 3 db respectively, at 40 Kc/s 

PRF. However, at lower input levels, the SNR and the output are 

constant for a variation of the signal frequency. The input-output 

relation is linear be 1ow the overload. Similar results are obtai- 

nee for the other PRFs, and the improvement in the best SNR is 

about 8 db/octave change of PRF, against an expected value of 9 db/ 

oc tave.

An instantaneous compandor improves the dynamic range of 

the input considerably. Two types of compandors have been experi­

mented with; a linear compandor, where the output expansion matches 

the compression at the input, and a partial compandor, where the 

expansion is less than that required for a match. The dynamic 

range of 41 db and 37 db is obtained at a PRF of 50 and 40 Kc/s, 

and the SNR is above 31 and 27*5 db, respectively. The SNR is 

above 24 db and 20 db for a range of input of 32 db and 27 db at 

a PRF of 30 and 20 Kc/s, respectively. The compandor advantage at 

a PRF of 40 Kc/s is 22 db i .e .  the SNR at an input of -40 db is
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25 db with the compandor included, whereas without the compandor 

the SNR would have fallen to 3 db. The partial compandor, on the 

other hand, gives a dynamic range of 42, 40, 34, and 26 db, for a 

SNR of above 25 db at 60, 40, 30 and 20 Kc/s PR?, respectively.

The best SNR is 34, 32, 29 and 27 db, for the four PRFs, respec­

tively. Since the overload level of the higher-end input frequency 

is about 3 db less than the centre freouency, a further frequency 

distortion occurs in the output of the system with compandor.

The output at 3 .3  Kc/s falls by about 9 db as compared to the

.1 Kc/s signal at 0 db input level, and the output becomes constant
db

with frequency only at -15Ainput level.

The Elii signals are reproduced with good fidelity, and the 

SNR obtained for the half band Ell signals is 36, 33, 29 and 27 db, 

at 60, 40, 30 and 20 Kc/s PRF, respectively, A narrow band FM 

signal has the SNR of 37, 34, 30 and 27 db, at the four PRFs,

respectively*

The results of the noise signals input are quite satisfac­

tory, and these results give a correct idea of the performance of 

the systems as the noise signals are the most general complex 

signals. The SNR for the noise signal has been measured by two 

techniaues. one using the 1 /2  band audio noise signal, and other

using a band stop filter in the full audio band noise signal.
f

The results of SNR are 35, 32, 27 and 24 ub, at the PRFs of 69,

40, 30 and 20 Kc /s , respectively.

Listening tests with speech signals as input gave a very 

satisfactory performance at 60 and 40 Kc/s PRFs, while the results
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at SO Kc/s are also satisfactory except for a slight background 

noise. A record of reproduced, speech (one sentence) through 1/3 

octave filters at 40 Kc/s PRF, with and without compandor, and at 

cO Kc/s PRF without compandor has been given, together with the 

record of the original speech signal for comparison. The compari­

son for the 40 Kc/s PRF shows a good reproduction, while the higher 

frequencies are badly reproduced at 20 Kc/s PRF.

Ths stability of the system has been measured against drift 

and change of voltages in the circuit. It has been shown that a 

bias voltage variation of one of the Schmitt triggers produces a 

change in the number of triggers, ahd a large change of bias vol­

tage will not produce any positive (or negative) trigger. The 

circuit then degenerates into the Binary SQ.-PCM system, but con­

tinues working. Similarly, the bias voltage of the sampling cir­

cuit and ratio of the positive and negative pulses at the trans­

mitter output have been changed. It has been shown that even for 

appreciable change in these quantities the SNR degenerates but 

remains at about 32 db.

The spectrum of ths quantizing noise observed experimentally 

agrees fairly well with the one predicted theoretically. In the 

spectrum of the transmitter pulses, the energy at low frequency 

(audio band) is lower, compared to the sideband energy distributed 

around the PRF and the harmonics of the PRF. With the integration 

at the receiver, the energy from the sidebands around the PRF and 

its harmonics builds up the signal to the same reference value.

The output of the system is suitable for transmission through
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cables witbout any preconversions etc• ,  as reouired in the binary

pulses«

S .2 .0 . TERNARY SQ.-PCM OYSTER WITHOUT FEEDBACK.

If  the feedback loop in the previous system desoribed in 

Section 3 .1  is not used, and a differentiating circuit is put 

before the sampling circuit, the system will become a Ternary 

S^tPCM without feedback. The theoretical justification for 

including a differentiating circuit has been given in Section 2 .2 . 

A block diagram of the Ternary Sq,-PCM system without feedback is 

given in Pig. 3 .40 . The input signal is amplified, differentiated 

and fed into the Bisymmetrical sampling circuit through an ampli­

fier . The symmetrical positive and negative pulses are fed to 

the sampling circuit from the Pulse Generator. The sampled sig­

nals are separated into positive and negative samples and fed to 

the two Schmitt triggers whose bias is adjustable. The positive 

samples above a particular positive threshold give a +1 pulse, 

the negative samples below a particular negative threshold give 

a -1 pulse, and all sample values between the thresholds give 'no ’ 

pulse. The output of the Schmitt triggers is differentiated, 

amplified (to remove any width variations), and combined in an 

adder circuit to form the output of the transmitter.

The receiver consists of. a cathode follower followed by, 

either an ordinary integrator with negative feedback, or a double 

integrator including an active integrator with a positive feedback; 

and a filter. The ordinary integrator with a negative feedback
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loop has been described in Section 3.1 (F ig .3 .2 ) . The active 

integrator with a positive feedback is the M .I .T . integrator 

followed by an equaliser to correct the frequency response. The 

integrator, together with the saturating amplifier, forms a cir­

cuit which is called here the nonlinear integrator. A complete 

circuit diagram of the system is given in F ig .3 .41. The test sig­

nals for estimating the performance of the system are the same as 

described in Section 3 .1 .

3 .2 .1 . SYSTEM GKARAQTIiRlSTIOS.

(a} Sinusoidal Signal Test.

The method of measurement of SNR, output, frequency distor­

tion etc. is the same as given in F ig .3 .7 . The pulse repetition 

frequencies between 20 Kc/s to 60 Kc/s have been used for estima­

ting the performance of the system. The results given here are
7

for the PREn of 40 BIc/s. The results for the other PHFs have the 

same proportional relation as given in Section 3.1 for the system 

with feedback. The use of the active integrator gives some instan­

taneous compression due to the nonlinear amplitude characteristics, 

and decreases the 3rd harmonic considerably.

The variation of SNn with input level is shown in F ig .3 .42 , 

where the dotted curve is for the ordinary integrator, and the solid 

curve is for the active integrator. For the ordinary integrator, 

it is seen that the SNH shows a peak at a certain input level.

At higher input levels, there are either a positive or a negative 

group of pulses, with a very small gap of ’ no’ pulses between them.
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„£i,s the input is decreased, the threshold level (which is kept 

constant) of the quantizers rises in comparison with the rms value 

of the signal samples. Ths result is that, fewer +1, rl pulses 

occur, and the number of ’no’ pulses increases. The low SNA is 

raainly due to the harmonics produced because of the saturation, 

and as the input is decreased, more gaps appear between the pulses 

resulting in a decrease of the harmonics. Hence, an optimum 

input is reached when the harmonics are minimum and the SNR is 

maximum. The Si-IR falls rapidly for a further decrease in the 

input, because the number of triggers becomes less and less very 

quickly, till there is no output. For a signal of 1 Kc/s the SNR 

is about 25 - 28 db for an input range of 0 to -10 db , mainly 

consisting of 3rd harmonic. The SNR increases to 40 db at an 

input level of -14 db, to fall again to 20 db for an input of -18.5 

db. The use of the nonlinear active integrator improves the SNR 

(for the 0 to -10 db input) to 30 - 32 db , but at the cost of the 

40 db SHii obtained previously at -14 db input level. The SNR with 

the input level variation is now almost flat within 25 - 32 db 

for an input range of 21  db.

The input-output voltage relation is not linear, as shown 

in the F ig .3 .42 . A 10 db decrease in the input, from 0 db referen­

ce, results in only a 3 .5  db decrease in the output. This is again 

because of the same saturation effect as encountered in the SNR 

characteristics. Next 5 db decrease results in a 7 .5  db decrease 

in the output, and any further decrease in input results in a very 

steep fall in the output, e .g . a decrease of 5 db gives an output 

change of 26 db because the +1 and -1 pulses are very few. The
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variation of the optimum SNR for the different signal freouenoies 

is shown in F ig .3.43.■ It is seen that. the SNR’ at 400 c/s falls by 

about IS - 14 db as compared to the SNRat 1 Kc/s, and at 3 Kc/s 

it falls by about 10 db. .Howeverwith the nonlinear integrator, 

the variation of the FMR with'frequency is much less, and the SNR 

falls by about 6 db at the two ends of the frequency band.

The variation of the output w ith  the variation of signal 

frequency for two input levels is shown in F ig .3 . 4 4 .  The output 

at 3 Kc/s falls by about 5 db as compared to the centre frequency. 

It is shown in the F ig .3.42 that the output is saturated, but for 

an overall decrease of 15 db, the output changes by 10 db at the 

centre frequency as is seen in F ig .3 . 4 4 .  The variation of optimum 

SNR with PRF is shown in F ig .3.45 for both the integrators. The 

SNR varies by 7 .5  db/octave change: of PRF and agrees fairly with 

the theoretical increase of 9 db/octave.

A photograph oi the output '.transmitter'pulses for a sinu­

soidal input is shown m  F ig .3 .4 6 (a )* 'and a photograph of the out­

put of the receiver showing the negative and the positive steps 

is given in F ig .3 .46(b ).

(b) FM Signals.

Since the frequency modulated signals have practically no 

amplitude variation, the input-output amplitude linearity of the 

system is of no importance. The Ternary. SQ,-PCMsystem without 

feedback will be quite suitable for such applications. It is 

also seen that the SNR at -14 db Input level is 40 db far a sinu­

soidal frequency of 1 K c /s , and if the amplitude of the FM signal
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is adjusted to be in this range, ths reproduction of the. signals 

will be pretty good. .The non-linear integrator, however, levels 

off this peaky SNR a lower but flat £NR value, and will give' 

poorer results for the . Flu signals. C;’'

The measuring technique of the. performance of the system 

for the wideband ana the narrow band Ftf signals is the same as 

given in F ig .3*21. The average SNR of the two measurements, one, 

when the signal is in Band I and the noise is measured in Band 11, 

and the second, when the signal is in Band 11 and the noise is 

measured in Band I ,  are shown in F ig .3 .47 . The optimum SNR at 

PRFs of 60, 40 , and .30 :Kc /s , is 32, '30" and 26 db, respectively , ; 

when the ordinary integrator is used, and is 29, 26 and 21  d b . , 

respectively, when the non-linear integ^tor is used.

The system without feedback is also useful3 for narrow band 

FI.; signals* The F] ±rnal is confined 1 6 .a band of 800 - 1700 c/s 

as shown in F ig .3.48 and the average SNR is 34 db, 32 db and 28 db, 

for the three PEFs of 60, 40 and 30 Kc/s, respectively, with the 

ordinary integrator in the circuit. At a PRF of 40 Kc/s, with 

the nonlinear integrator, the SNR for a narrowband FM signal is 

30 db.

Another technique of/measuring the. SNR for the narrowband 

FI.J signals input h a s  been to examine the output of the system; 

through a narrowband 1/3 octave filter described in tction 3 .1 .1 (a ) ,  

and the characteristics of which are shown in F ig .3 .30 . The . • 

voltage' output of each of these bands is measured by an rms meter with 

the original signal, and then the reproduced signal, as its input.
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A plot of two such measurements are shown in F ig .3.49 and 3.50.

The input FM signal is in the lower end of the audio band in 

F ig .3 .49 , where the shaded area represents the original signal, 

ana the solid line curve represents the output of the system at 

each centre frequency of the 1/3 octave filter. F ig .3.50 shows 

a similar plot when the input signal is at the higher end of the 

audio band. Both these experiments have been done at a PRF of 

40 Kc/s with the nonlinear integrator in the receiver circuit.

It is seen from these figures that the noise is about 30 db below 

the signal, a result which agrees with the measured values given 

in F ig .3 .48 .

A photograph of the FM signals reproduced by the system 

is shown in F ig .3 .51 , where the input has been adjusted for the 

best SNR reproduction at the PRF of 40 Kc/s. The top curve shows 

the original input and the bottom curve is the reproduced signal by 

the system. F ig .3 .52(a) shows the photograph of another FM signal 

input, and F ig .3 .52(b) shows a photograph of the output of thê  

system when the input level is not so carefully adjusted. The 

photograph clearly shows the compression of the amplitudes at the 

output, as is expected if the input level is between 0 - 10  db 

(refer F ig .3 .4 2 ) .

(c ) Noise Signal Test.

The performance of the system for the noise signal input 

has been evaluated by the methods similar to that given in Section 

3 .1  (F ig .3 .2 5 ) . The SNR at 40 Kc/s PRF far the half band noise
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signal is 24 db as shown in F ig .3 .55 , and the other readings at 

60 and 30 Kc/s PRF are 27 db and about 18 db respectively. In the 

other method of ne asurement, a band stop filter of about 800 c/s 

band is used, and the equalised SNR (equalised to the bandwidth) 

ip 23 db at 40 Kc/s PRF as shown in F ig .3 .54. This agrees fairly 

well the value obtained in the previous measurement• A photograph 

of tne noise signal in Band I (F ig .3.55 (a)) , and the quantizing 

noise observed in Band I I  at a 40 Kc/s PRF, is shown in F ig .3 .55(b). 

It is seen that the SNR is 24 db.

(d) Speech Signal Test.

Speech signals test, similar to the one given in Section 3 .1 , 

are also made. Listening tests showed that the connected speech is 

perfectly intelligible and the quality of reproduction is satisfac­

tory at the PRFs of 60 and 40 Kc/s. The lowest PRF which can give 

some intelligible speech is 20 Kc/s. Here, some of the words are 

missed and there is a persistent crackling sound in the background 

which is sometimes annoying. The quality of transmission is of the 

order wire grade (Grade I I I ) .

A, record of the same sentence, as in Section 3 .1 , is made 

through the 1/3 octave band filter described earlier. F ig .3.56 

shows a record of (i) the original sentence, together with 

(ii)  reproduced output at 40 Kc/s, and ( iii) at 20 Kc/s PRF, at 

the centre frequency of 500 c/s (of the 1/3 octave filte r ). Simi­

larly F ig s .3.57 and 3.58 show the sane three records at the centre 

frequencies of 1000 c/s and 3150 c/s respectively. It is seen that 

the reproduction at SO Kc/s is unsatisfactory for all the centre 

frequencies in the audio band.
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3 .2 .S. SUMMARY OF THE RESULTS.

Tiie Ternary SQ-PCM system without feedback gives an SNR 

of about 32 db for sinusoidal frequency of 1 Kc/s at a PRF of 

40 Kc/s. The receiver uses a nonlinear integrator, which suppre­

sses the strong 3rd harmonic present at the output when an ordinary 

integrator is used. The ordinary integrator, however, gives a 

peaky SNR of 40 db at an input level of -14 db at the same PRF.

The SNR, for inputs below this input level, falls off very rapidly. 

The system suffers from the one major defect of nonlinear relation 

between the input and the output voltage of the system. The 

optimum SNR falls by about 10 db at 3 Kc/s, and by about 13 db 

at 400 c/s as compared to the SNR at 1 Kc/s. The frequency dis­

tortion in terms of a 5 db decrease in the output at 3 Kc/s as 

compared to the 1 Kc/s signal, is similar to the system with 

feedback and is not very objectionable. The variation of SNR 

with PRF is such that the best SNR at 60, 30 and 20 Kc/s PRFs 

are 44, 37 and 33 db, respectively, for an ordinary integrator, 

and 36, 29, 25 db, respectively, for the nonlinear integrator.

Since the system without feedback shows no particular 

linear relation between the input and the output voltage, it is 

suitable for signals having no, or little , amplitude variation.

FM signals, therefore, are reproduced excellently when the input 

is adjusted to coincide with the input level for the best SNR.

A half band wide FM signal has an SNR of 32, 30 and 26 db, for 

the PRFs of 60, 40 and 30 Kc/s, respectively, for the ordinary 

integrator, and 29, 26 and 21 db, reppectively, for the nonlinear
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integrator. The system is also suitable for narrow band signals.

The narrow band m  gives an SNR of 34, 32, 28 db, for the PRFs of 

60, 40 and 30 Kc/s, respectively.

The noise signal performance of the system is just about 

acceptable. The SNR for the half band filter method, as well as 

for the band stop filter method, is E4 db at 40 Kc/s PRF. The 

results for 60 Kc/s and 30 Kc/s PRFs are 27 db and 18 db, respec­

tively.

The listening tests on speech signals gave quite a satis­

factory performance at 60 and 40 Kc/s PRF. The reproduction at 

20 Kc/s is intelligible in parts and some words are missed occa­

sionally, but it has an annoying background noise. A record of 

the sentence through the three centre frequencies of the 1 /3  octave 

filter also show the same effect.

3 .3 . DISCUSSION.

The Ternary SQ-PCM system without feedback gives quite a 

satisfactory performance for some special class of input signals 

like FM. It , however, has a nonlinear relation between the input 

and the output ¥oltages resulting in a saturation of the output. 

Complex signals like noise etc. have amplitude and frequency distor­

tion and have a poorer SNR at the output. Two types of integrator 

at the receiver have been used, where it is found that a nonlinear 

integrator suppresses the 3rd harmonic normally produced at the 

output of an ordinary integrator. The overall SNR become lower 

with the nonlinear integrator in the receiver, and, therefore, it
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is not suitable for FM signals. The ordinary integrator, on the other 

hand, produces a peak'in SNR at one input level. The amplitude of the 

FK signal is adjusted to this input value and the SNR obtained is 

comparable to that of the system with feedback.

The feedback from the output to the input of the transmitter, 

through a local receiver, improves the performance to a considerable 

extent. The input and the output voltage relation is linear and the 

also falls linearly with a reduction of the input level, as 

expected (e q .2 .3 0 ) . The practical value of the best SIIR comes out 

to be almost equal to the theoretical result obtained in Section 2 .4 . 

any increase in the input level, above a certain reference input, 

brings in an overload distortion resulting in production of harmonics 

and a sharp decrease in the SNR. In effect, above the threshold, 

all the advantages of the feedback are lost, and the system characte­

ristics become similar to the system without feedback. The over­

loading occurs at a lower input level for frequencies at the higher 

end of the signal band, as expected, because (refer to eq *2.30} the 

value of K being the same, the overloading is inversely proportional 

to the frequency of the signal. This leads to some frequency distor­

tion, and it is felt that a decrease in the output of the order of 

3 to 4 db at the higher frequency is not very serious for most of 

the applications and no equalising will be necessary.

Companding has been shown to lead to some definite advantages 

in increasing thS dynamic range of the system, and the companding 

advantage is 22 db at a PRF of 40 Ec/s . The system without feedback, 

however, has already a saturated output and therefore, no compressor
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.1̂  necessary, at the input, An expand or at the output does not 

d rod use any expansion because the contour of the output waveform 

loss not match the contour required at the input of the expander 

for its proper functioning. The practical results obtained here 

agree very well with the theoretical results given in Section £.5.

The system with feedback reproduces the FM  signals fairly 

veil a n d  a satisfactory Si-IR at the output is obtained for a Noise 

signal input. Listening tests on the system with feedback have 

shown that the quality of reproduction, at 40 Kc/s PRF is very good, 

but at 20 Kc/s PHI1’ , it is just tolerable. In the system without 

feedback the performance at 40 Kc/s PBF is satisfactory, but at
9

lower PRFs * the performance is not good, and there is an uncomfor­

table crackling noise.

The system vdth feedback is particularly very stable against 

the variations of bias supply and reference voltage. The advantage 

of the feedback circuit is , in a sense, remarkable, and the Site 

does not drop by more than 10 db for any variation of these para­

meters. The Ternary system changes over and becomes a Binary system 

if one of the trigger circuits starts malfunctioning and produces 

tie- output

The spectrum of the output pulses of the Ternary SQ,~PCM 

system with feedback pi hows that, the major amount of audio signal 

energy is present as the sidebands of the fundamental and the harmo­

nics of the PkF. In transmission through systems which do not pass 

the d .c . and the low frequencies well (e .g . cables), a suppression 

of the low frequencies is allowable without impairing the recoverable
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energy at the receiver. As against this, the Binary systems will 

require a good low frequency pass characteristic for an efficient 

transmission and thus add to the cost of the equipment.

Thus, it is seen that out of these two systems developed in 

t h e  laboratory? the system without feedback is quite suitable for 

orocessing of narrow band signals or signals having very small 

pi it ude variations. The speech is processed correctly because 

the speech signals are capable of being compressed and be still 

intelligible. The system with feedback, however, gives quite a 

satisfactory performance for all classes of signal inputs, and the 

system at 40 Kc/s PRF gives' a performance equivalent to a 60 Kc/s 

Hi .nary AQ-PCM system in almost all respects. The circuitry is 

quite simple and many channels can be multiplexed with a common 

.instantaneous compandor and a common coder, as will be shown in 

’.eotion 5 .5 . It is felt that the overall cost of the complete 

system will be quite economical and provide a good gra.de of service. 

... Binary 8^-PGM system has also been developed in the laboratory 

he re and a comparison of the Ternary S^-PGM system with the Binary 

F̂ -.-PCE system will be given in Section 4 .3 .Cop
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CRaFlSR IV.

CHARACTERISTICS OB’ TIE BINARY SO-PCM.
.......... "» ............. .. "■■■ 1.^— I...,.—. . , .I..IW I 1 IM..HMM.. .|I.|L|I|I-IW

A a  " T0 ’v' -I — -4- ! Mit S % .U $

The Ternary S^-PCM system with feedback, as seen in the 

previous Chapter, gives fairly good results at a lower PRF, and 

if, ip felt that a Binary model of the system employing a quanti­

zation of the slopes of the waveform into f0 * and ’ 1 * pulses will 

lead to a better approximation than that obtained with the A-M 

f% no, systems. The use of an optimum threshold in the quan­

tizer leads to a minimisation of the errors in a manner similar to 

that in the Ternary system (Section 2 .4 ) .  in A-M and iS-XM 

systems, either a positive or a negative pulse (depending on the 

polarity of the error waveform at the sampling instants) after 

Integration, tries to match approximately the corresponding signal 

waveform. In the Binary S^-PCM system,, however, a special pulse 

shaping network in the f e e d b a c k  circuit matches the negative 

slopes of the signal by the cumulative negative slopes of the 

shaped pulses. The quantizer has a threshold of operation, and 

combined with the feedback network, the approximation here has 

been shown to give a better SNR, and less frequency distortion in 

a practical system.

The dynamic range of input in the system has been found to 

be small, and an instantaneous compandor has been used successfully
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to increase it* Actually* Zetterberg1 has shown that "there is 

little  to be gained from the use of nonlinear compandors with 

A-\A .'* But the experiments in the laboratory show that the use 

of a compandor in SQ-PCM helps considerably in having a uniform 

SNR for the practical input ranges. Of course, due to the limited 

bandwidth, the input-output voltage characteristics do not come 

out to be so linear as in the Ternary S^-PCM system.

The test signals for estimating the performance of the 

Binary "o-PCM system are the same as given in Section 3 .0 , i .e . 

sinusoidal, FM, noise and speech signals.

Section 4 .1  deals with the details of the feedback network 

and the actual circuit diagram of the laboratory model of the 

Binary SQ.-PCM system. Section 4 .8 .0  gives the performance 

characteristics of the system together with its stability, Section 

4 .2*1  gives the quantizing noise spectrum, and Section 4 .2 .2  

summarises the results* In Section 4 .5 , a discussion and compari- 

son of the performance of the Binary So.-PGM with that of the 

Ternary S«-PCM is given, and the improvement of the Ternary code 

over the Binary code in a Uni-Digit Approximation shown.

4 .1 . C1HCUIT DETAILS OF THS BINARY S^-PCM SYST.SM.

A functional diagram of the Binary SQ,-PCM has been given 

in F ig .2,15 and a complete block schematic diagram of the system 

is shown in F ig .4 .1 . The input signal is fed through an amplifier 

and a cathode follower to the difference circuit, to which is also 

given the approximated signal obtained through the feedback circuit.
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Ths error signal is amplified and sampled at the desired PRF by 

the Rampling circuit with the Uni-directional pulses from the 

pulse generator, described in 3 .1 .0 .  The error samples are 

quantized into l/O  pulses by the Schmitt trigger with a reference 

bias so adjusted that error amplitudes larger than the threshold 

are converted into a positive unit pulse, and error amplitudes 

less than the threshold produce no pulse. The output of the 

ch/nitt trigger, is differentiated and amplified (to remove any 

width variations) to form the output of the transmitter. A part 

of the output is taken through a cathode follower, an integrator 

with a break point at 800 c /s , two stages of amplification and a

pulse shaping network to form the feedback circuit. The receiver 

consists of a cathode follower, foilowed by a similar integrator 

ana a band pass filter (300 c/s 3 .4  Kc/s passband). The receiver 

circuit is similar to the receiver in the feedback loop, and has 

a local feedback loop across the integrator, which reduces the 

hum and noise at lower frequencies, and equalises the frequency 

response of f ( t ) . The complete circuit diagram of the Binary- 

5^-POM system is given in F ig .4 .2 . The compressor and expander 

of F ig .3 .5  are shown dotted in the F ig .4 .1 , and the circuit per­

formance can be tested with or without them*

The amplitude vs. frequency characteristic of the feedback 

network is shown in F ig .4 .3 (a ). An approximate transfer function 

of the network for this frequency response can be derived as,

G(s) •'4

2 .
S
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and , hence, the impulse response is given as :

f (t/104 ) = 1 .42 e-* + 0.03t - 0 .42  e“0,16t

The response of the feedback network (having the above 

impulse response) to unit pulse of 5 jtisec. duration is shown in 

F ig .4 .3 (b ). An actual reconstructed signal for fm - 3 ,30 Kc/s and 

PRF - 40 K c /s , taken from an oscillogram, is shown in F ig .4 . 3 (c ) .

Ths effect of the optimum threshold of the quantizer and the wider 

spread in the puls© response is also seen in the figure, and this 

agrees fairly well with the assumptions made in Section 2 .3 , A.s 

seen in F ig .4 .3 (c ) , the signal build-up is such that the peak out­

put flattens after 5 or 6 pulses and the peak-to-peak amplitude of 

f (t ) is approximately equal to 3VQ , a value expected from eqn.

E .31 (a ). It is shown there that the peak-to-peak signal 

and for a f r - 40 Kc/s and fm = 3 .3  K c /s , the value of Sv is about 

SVq , To avoid the overloading of the quantizer, the rms value of 

the input signal, then, has to be less than 0 .1  VQ fr/ f m. The 

results have been obtained for PHFs of 30 - 80 Kc/s, but the PRF 

of 40 - 60 Kc/s has been optimized as this range is equivalent to 

that of the 5-7 digit A0,~P0M mostly used in practice.

4 .2 .0  SYSTEM OH kRACTffR1STIQS.

(a) Sinusoidal Signal Test.

The experimental set up for the measurement of the SNR etc. , 

with the sinusoidal signal input, is similar to one given in F ig .3 .7 . 

First of all, the compressor and the matching expander are not used,
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•ana the system is tested with signal1' in the band of 300 c/s to 

:'„4 iic/p frequency. The variation of 3HH ??ith input signal level 

1:’ shown in F ig ,4 .4 ,  for three different FhFr, of 60, 40 and 30 K c /" .  

Tes ” ignal frequency is 1 Kc/s and. the best Ci-;Hs are 41, 37 ana, 

a'° s respectively. The PPn. in above 25 db for a dynamic range 

::? liO, 1 7 .5 ,  and 12 db for the three PKFa, respe ct ively, The E1-1R 

falls sharply above the optimum input level of 0 db beceuse of 

t 1 ■:: overloading effect discussed in Section 2 .4 .  If the input 

level, is in ere ace d beyond the reference input, harmonics will be 

;■ reduced due to clipping, as explained in Section 3 .1 .1 ,  F ig .4 .5  

.I,-,,,,... th/£ exoerii!'-mtal v a l u e s  of the amplitude? of the S n d  and 

s r d  hqm onia for such an i n c r e a s e  in the input level, a +5 db 

■ n c r e s s e  in the s i g n a l  level results in a -33 db Snd harmonic ana 

a ~P5 db 3:~d h s r m o n i c  level b e  1  era the fundamental. A further 

increase to P .5 d b  input results in a -32 db 3rd harmonic and -32 d b  

d n u .  h a r m o n i c  as compared to the fundamental.

.is given in r set ion 3 . 1 . 1 ,  periodic noise in the form of beat 

retec occur for discrete values of the signal frequencies and, Fig. 

i,o shows the nature of variation of the periodic noise in the £~-PCr 

system, ivhere the periodic noise output below; the fundamental is 

plotted for an input signal frequency of 2700 o/s, The frequencies 

of the periodic components are 650 c/s and. 2 Kc/s in this particular 

eeasurernent. The points shown as circles and crosses are the measured 

values and the arrows indicate the input levels for which the periodic 

component is negligibly snail; the continuous curves are extrapolated 

from this.

F i g .4 .7  shows the variation of the Slid, with input level for 

the different signal frequencies of 400 c/s and 3 Kg / p . These
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curves have been drawn for ths two PHFs of 60 and 40 Kc/s, and it 

is seen that the SIM for the 3 Kc/s signal deteriorates by about 

S db (at 0 db input level), as compared with the SNR for the 

1 Kc/s signal. At 400 c /s , the SNR is almost the same or about 

one db better than that for the 1 Kc/s signal. In F ig .4 .8 , the 

variation of SNR with signal frequency is shown for different 

input levels at a PRF of 40 Kc/s. It is seen that for the -5 db 

input level, the SNR at 3 Kc/s falls by about 3 db only, as com­

pared to the SNR at 1 Kc/s, and at still lower inputs the SNR is 

almost constant with frequency.- As has been explained for the 

Ternary system (Section 3 .1 .1 ) ,  this is a direct result of the 

decrease in the output for 3 Kc/s (at the 0 db input level) and, 

thus, results in a saturation at the higher frequency. The varia­

tion of output levels with the input signal frequency for different 

input levels has been shown in F ig .4 .9 , where It is seen that, the 

output at 3 Kc/s falls by about 5 db as compared to the output at 

1 Kc/s. The output for frequencies between 400 c/s and 1 Kc/s is 

almost constant. All the figures (Fig .4 .7 ,  4 .8  and 4 .9 ) ,  therefore, 

show the effect of the overloading in terms of poorer results for 

the higher frequency signals, at comparatively higher input levels. 

Ths input vs. output voltage relation is shown in F ig .4.10 for the 

1 Kc/s and the 3 Kc/s signal.

The variation of SNR with PRF is shown in F ig .4.11 for the 

optimum input. Referring to eq. (2.33) , the SNR is dependent upon 

PRF raised to the power 3/2 i .e .  the SNR increases, by 9 db for an 

octave change of PRF. As seen from the figure the slope of the
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experimental curve is about 8 * 6  ab/octave.

A photograph of the output pulses of the transmitter in the 

Binary £*-PCM system is shown in' F ig .4 .13(a ) , and a photograph of 

the reconstructed signals at the output of the receiver (before 

the filter) is shown in Fig .4 .18(b) and ( c ) , for two signal input 

levels . It is clearly seen £ from F ig .4 .12(b) and (c)1[ that, as 

the signal level is reduced, the decrease of the cumulative slope 

Ls more and an extra pulse is generated to reduce the difference 

between the original and the approximated signal. Large error 

-/ill be present at the output of the system if the cumulative 

"'lope is less than the negative slope of the signal, and the signal 

waveform is only reproduced by a block of +1 pulses followed by a 

gap when no pulses are present. Evidently, such a situation will, 

bs obtained when, (i) either the feedback voltage-amplifier gain 

is less or, ( ii) the input signal is more than the 0 db reference, 

both resulting in an overload. As the input voltage is reduced, 

more and more pulses will appear where previously there was a gap 

and no pulses, and also, some of the pulses in the block of +1 

pulses will be missing. Therefore, for the input level of about 

-5 db below the reference, the occurrence of the pulses is random 

and there is no continuous sequence of either +1 or 0 pulses. A 

photograph of the original and reproduced triangular waveform is 

shown in .Fig.4 .1 3 , at a PHF of 40 Kc/s, and it is seen that the 

reproduction is fairly good.

The instantaneous compandor is now included in the system 

and similar tests, as given above, are performed. F ig .4 .14  shows
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the variation of Si'Iit with input signal level for the compandors 

at 60 and 40 Kc/s PRF. The shaded area 1 represents the SNR vs. 

input voltage of the Partial compandor at 60 Kc/s PRF, for the 

signal frequencies in the range of the audio band. The upper 

curve is for the 1 Kc/s signal and the lower curve is for the 

3 Ko/s signal frequency. It is seen that the SHE is above 25 db 

for a dynamic range of 39 db and the best SNR is 32 db. Similarly, 

the compandor at 40 Kc/s PRF (shaded area II) has a dynamic range 

of 35 db for an SHR above 25 db, and the best SNR is 29 db. The 

companding advantage, as has been explained earlier in Section

3 .1 .1 ,  is 20 db. The linear compandor, on the other hand, does 

not work very satisfactorily in the Binary Sq,-PCM system, presu­

mably because of the larger bandwidth required. An SNR vs. input 

variation for a linear compandor at 40 Kc/s is , however, shown in 

the same figure as curve I I I ,  where it is seen that the SNR is 

82 db. The input-output voltage relation of the system, with 

the compandor, is shown in F ig .4 .15 . The curve has been drawn 

for the Partial compandor a n d  shows the amount of compression 

still present at the output of the expandor because of the insu­

fficient expansion. Because of the extra saturation or overload­

ing effect obtained at the higher audio frequencies, the residual 

compression at 3 Kc/s is more than 1 K c /s , as shown in the figure.

The output voltage vs. frequency of the input signal has 

been shown in F ig .4 .16 . The output at 3 Kc/s falls by about 13 db 

as compared to 1 Kc/s at 0 db input level. It has been shown 

that for the n on-c omp and ored system, the output at 3 Kc/s changes 

by 2 .0  db for a 5 db change at the input, as compared to 1 Kc/s
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(F ig .4 .8 ) . The insensitive zone, where the feedback does not 

operate, of the 3 Kc/s signal is, therefore, about 3 db. Since 

the compression changes a IS db input change to a 3 db change, 

this 3 db compressed and insensitive range at 3 Kc/s will there­

fore extend upto approximately 10 ~ IS db when the compandor is 

used. For input levels below about -10 db, the system with com­

pandor shows a tolerable frequency distortion. The curves in 

F ig .4.16 have been drawn only for 40 Kc/s PKF, but similar 

results are obtained at the PRF of 60 Kc/s.

(b ) Fiu* Signals Test.

The technique of measuring the response to the FM signals 

has been given in Section 3 .1 .1  (F ig .3 .2 .1 ) .  The SNR for the FM 

signals input is 32 db and 28 db, for the PRFs of 60 and 40 Kc/s, 

respectively, as shown in F ig .4 .17 . This SHR is the average of 

the measurements made when the signal is in Band I and then in 

Band I I ,  and the noise is observed in Band I I  and Band I ,  respec­

tively. For the narrow band FB/;, occupying only a band of 800 -
PRF

1700 c /s , the average SNR is 34 and  30 d b ,  at the 60 and 40 Kc/s^, 

respectively. The £HR for the other PRFs follows the same 

general pattern.

(c} Noise Signals Test.

The performance of the system for the noise signal input 

has been evaluated by the method given in 3 .1 .1  (Fig .3 .2 5 ) . The 

CNR at 60, 40 a n d  30 Kc/s PRF, for the half band noise signal, 

is 31, 27 db and 22 db, respectively, and is shown in F ig .4 .18 .
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In the other method of measurement* where a band stop filter of 

about 800 c/s is used in the noise signal occupying the audio 

band, the equalised BUR (equalised to the bandwidth) is 30 db at 

a PRF of 60 Kc/s, as shown in F ig .4 .19. This result agrees 

fairly well with the one obtained by the 1 / 2  band signal method 

of F ig .4 ,18 . The use of the compandor deteriorates the SNR by 

about 2 db, for the reasons given earlier in Section 3 .1 .1 .

(a ) Speech Signals Test.

The quality and intelligibility of the reproduced speech 

signals is estimated by methods similar to those given in Section

3 .1 .1 . Listening tests showed that the quality of the speech is 

excellent at a PRF of 60 Kc/s. The quality of the reproduced 

speech at 40 Kc/s is good, except that the dynamic range is small 

and the peaks of the input signals are allowed to overmodulate 

the system by 8-10 db. Use of the compandor is helpful in exten­

ding the dynamic range and the result at 60 Kc/s PRF is good. At 

40 Kc/s PRF, however, the quality of the speech is fair and 

tolerable, though a slight noise in the background is audible all 

the time.

A record of the sentence "Pandit Jawahar Lai Nehru died on 

27th May, 1964, Bharat Ki J a i " , through the three 1/3 octave band­

pass filters has been made, as has been explained in Section

3 .1 .1  (F ig .3 .2 9 ) . The reproduced sentence at the output of the 

system is again recorded through the same 1/3  octave bandpass 

filters and compared with the original, to. show the quality of 

the speech processing. The recordings of the reproduced signals 

have been made at PxiFs of 60 and 40 Kc/s , with and without com-
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pandor. F ig .4 .20 shows one; such record at the centre frequency 

of 500 c/s with (i) original speech, (ii) reproduced speech 

at 60 Kc/s PRF, {i i i ) reproduced speech at 40 Kc/s PHF, and 

(iv) reproduced speech with the partial compandor at 40 Kc/s 

FRF. F ig .4.21 shows the Bams four recordings at a centre freauen- 

oy of 1000 c /s , and F ig .4.22 shows the same at a centre frenuency 

of 3150 c /s . It is seen that there is some compression of the 

input levels with the compandor at 40 Kc/s PRF, otherwise the 

reproduction is quite alright.

4 .2 .1 .  LA B ILIT Y .

The stability of the Binary Sq-PCM system will naturally 

depend upon the proper functioning of all the constituent circuits,

However, disregarding any major breakdown of the system when it 

stops functioning altogether, the most sensitive parts of the 

circuit are the reference bias voltage of the quantizer (Schmitt 

trigger here) and the loop gain and phase characteristics.

The variation of the SHR, when the reference bias voltage 

of the Schmitt trigger is varied, is given in F ig .4 .23 . For an 

increase in bias, resulting in a higher threshold level, and 

therefore, fewer error voltages quantized as +1 pulse, the SHR 

falls by 3 .4  db only for a voltage change of 10 volts. However, 

as the bias is increased further, the SHR falls rapidly t il l , at 

120  V bias the trigger circuit stop functioning and there is no 

pulse output. A decrease of the bias from the reference level 

brings the triggering level so low that all the small noise
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voltages at the sampling points trigger the circuit, and the SHE 

is poorer. A further decrease results in the trigger output 

being wider and continuous, and thus the trigger circuit loses 

its properties. The system is fairly stable to small changes in 

the bias voltage.

Tfith the particular impulse response of the pulses, the 

cumulative negative slopes of these responses match the negative 

slopes of the signal, and hence, the feedback circuits’ gain and- 

phase characteristics are very significant parameters. It is 

important that the asymptotic slope of the loop transfer function 

is kept within a certain limit. If the slope increases, the cir­

cuit will oscillate and become unstable. It is seen experimentally 

that a maximum slope of about 9 db/octave is permissible in the 

feedback loop. With proper adjustments, however, the circuit can 

be made fairly stable against oscillations at a desired PRF, and 

for a specified requirement, there is no trouble of oscillations 

once the loop gain characteristics is chosen correctly.

4.2 .2 .. SPECTRUM OF QJjANTIZIMG-HOIS^.

The quantizing noise characteristics of the Binary S0,-PCM 

system has been discussed in Section 2 .4 . The spectrum of the 

output pulses of the transmitter and the receiver output (before 

f ilt e r ), has been experimentally determined in a manner similar 

to the one given in Section 3 .1 .3 . The spectrum consists of a 

continuous spectrum and a line spectrum at the PRF, and its 

harmonics, as shown in F ig .4 .24 .
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TJae continuous part of the spectrum is about -37 db compared 

to the line spectrum of the fundamental of the PHI’. The sidebands 

around the fundamental and its harmonics are about -32 db, as 

compare a to the carrier and the audio energy at the d .c . is also 

about -30 db as compared to the same reference. The timing pulses 

can be easily extracted here, as the line spectrum, at the fundamen­

tal of the PriF is quite strong.

After integration, the noise spectrum is modified as shown 

in F ig .4 .25 , and it is seen that the shape of the spectrum matches 

the theoretically assumed noise spectrum in Section 2 .4 . The 

signal power in the audio band is eaual to the reference 0 db, and 

th° continuous noise spectrum outside the AF band is approximately 

33 db below this. The fundamental of the PItF gets reduced to 

-34 db and the harmonics of the PRF are almost equal to it in 

amplitude. It is seen that quite a large amount of audio power 

energy is at the lower frequencies, as compared to the Ternary 

where more energy was in the sidebands of the PKF and its harmonics, 

Video transmission of these pulses through cables etc. will require 

a conversion of the Binary 1/0 pulses into some Pseudo Ternary 

eodl7 , so that the spectrum energy at the lower frequencies (AF) 

gets shifted to higher frequencies. Such a conversion is needed 

to economise in the cost of transformers etc. , and is necessary, 

if the transmission of the spectrum requires a transmission of 

low frequencies*

,3. SUM1ARY OF THE HBSUUTS.

The performance of the Binary SQ.-PCM system has been given
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for the four different types of input signals like sinusoidal, 

x'lv,s noise, and speech, and for three PRFs of 60, 40 and 30 Kc/s. 

For a sinusoidal frequency of 1 Kc/s, the best SNR of 41, 37 and 

32 db is obtained at 60, 40 and 30 Kc/s PRF, respectively. The 

'v '-- falls linearly with inputs below the overload level, but 

falls sharply for the inputs above this. The reason is that the 

quantizing noise is random with a uniform power spectral density, 

*nd therefore, the SNR falls linearly with the input level,

^cause the signal decreases. Above the overload level, there 

Is a clipping and hence, large amount of harmonic distortion 

resulting in a sharp decrease in the SHR. The dynamic range for 

an Zild of above 25 db is 20, 17 .5 , and 12 db, for the PRFs of 60, 

1 0  a n d  the 30 Kc/s, respectively. For a sinusoidal frequency at 

the higher end of the audio band, the overload level of the input 

is at about -5 db as compared to the input at 1 Kc/s. The effect 

produced is also reflected in the decrease of the SNR and fre­

quency distortion of the higher frequency signals at 0 db input, 

v;hsn the SNR and the output fall by about 8 db and 5 db, respec­

tively at a PRF of 40 Kc/s. However, at lower input levels the 

LaTR and the output are constant for a variation of the signal 

freouency. The input-output voltage relation is linear at 1 Kc/s 

signal frequency, but the output is slightly compressed at the 

•3 Ko/s signal frequency. The improvement of the SNR with PRF 

comes out to be 9 db/octave change of PRF.

An instantaneous compandor improves the dynamic range of 

the input considerably. Among the two types of the compandors,
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the partial compandor is more successful, where a companding 

advantage of SO db is obtained. The dynamic range is extended 

to 39 db and 35 db , at 60 and 40 Kc/s PRFs , and the best SNR is 

32 db and 29 db, respectively. As the overload for higher fre­

quency is at 5 db below that for the centre frequency, a further 

frequency distortion occurs at the output of the compandor. The 

output at 3.2  Kc/s falls by about 14 db as compared to the 1 ower 

frequencies at 0 db input level. However, the output becomes 

?onstant at about -22 db level when the frequency distortion is 

r •■‘lipible .

The FM signals are reproduced with good fidelity at 60 Kc/s 

PRF and the SIIR at 60 and 40 Kc/s PRF, is 32 db and 28 db, respec­

tively for the 1/2 band wide signals. The narrow band (800 c/s) 

signals are reproduced with a SHR of 34 db ana 30 db for the two 

PRFc>, respectively. The results of the noise signals test are 

satisfactory and give a good general idea of the performance of 

the system. The CNR at 60, 40 Kc/s, and 30 Kc/c PRF, is 31, 27 

slid 22 db, respectively when the 1 /2 , band measuring technique is 

employed. Vlith a band stop filter arrangement, the equalised SNR 

is 30 db at a PRF of 60 Kc/s.

Listening test at 60 Kc/s PRF gave excellent results, and 

the reproduction at 40 Ec/s PRF without compandor is good. M th  

the compandor the results at 60 Kc/s PRF are good, and at 40 Kc/s, 

they are fair . A record of the "sentence" through the 1 /3  octave 

filters shows the compression still present when a partial compan­

dor is used. Otherwise, the quality of the reproduced signal 

matches fairly well with the original signal.
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The stability of the reference voltage against drift is good, 

provided, the ultimate change in the bias is not very large. The 

.rain and the phase characteristics of the feedback loop is to be 

mrefully adjusted, so that the slope of the output vs. frequency 

response does not exceed about 9 db octave.

The spectrum of the quantizing noise, observed experimenta­

l ly , agrees fairly well with the theoretical spectrum assumed. The 

■i’ energy is distributed in the audio band, and as sidebands around 

tb-j carrier PRF ana its harmonics. However, the energy at the 

1 frequencies is quite substantial as compared to the energy 

1r; the sidebands. A video transmission of the Binary 1/0 pulses 

through cables etc. will require a conversion to some Pseudo ternary 

pulses, to save in the cost of the equipment.

--!. 3. jjl&QUSSIOH •

From the results given above it is seen that the Binary 

: system has a satisfactory performance for the different

types of input signals. A  medium grade circuit with an average 

; li. of 25-30 db may be o b t a i n e d  by using a  limited channel capacity 

of 40 - 50 Kbits/sec. It has been shown that the pulse response 

of the feedback network, and the spread obtained practically, bear 

out the theoretical assumption of the exponentially decaying inter­

polating filter , which together with its cumulative slopes matches 

the slopes of the signal. The approximation so obtained follows 

the waveform more closely a n d  hence, the errors a t  t h e  sampling 

ooints are r e d u c e d .  A  further mmimisatxon of the errors is obtained
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by using a threshold in the Quantizer with the idea that very 

proa 11 positive difference between the input ana the approximated, 

signal, should not produce a +1 pulse, ana thereby cause a larger 

error at that point. The cumulative slope will be more than the 

rlope of the highest frequency signal at the peak input amplitude, 

j.t. about 4-6 pulses (PRF 40 Kc/s) of +1 have already occured.

This matching of the slopes together with the threshold in the 

comparator-quantizer form the major difference between 8q,-PCM 

-nd tha A-M and A-HM systems. The absence of a definite 

threshold in the pulse modulator of the A-M and A-1M systems 

results in some extraneous pulses, either positive or negative, 

v/hich do not contribute to the minimisation of the error waveform, 

und thereby produce some extra error at the output.

Use of compandors has increased the dynamic range and a 

companding advantage of 20 db is obtained. Unfortunately, the 

Instnntansous compandor also gives rise to some frequency distor­

tion at the higher signal frequencies. It is seen that the output 

a t  tile higher frequency is compressed, but it is felt that such a 

compression does not lead to much deterioration in the performance. 

Tha output is almost linear for input levels upto -10 db of the 

peak input level, and therefore, only the large amplitude signals, 

having amplitudes within 10 db of the peak, will be compressed.

For signals like speech, this amount of compression is allowable 

without hampering the faithful reproduction of the signal.

The overall circuitry of the Binary SQ.-PCM system is very 

simple, and with the use of the common instantaneous compandor â td 

a common coder, many channels can be multiplexed and transmitted,
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as will be shown in Section 5 ,5 . The cost of the complete system 

will be comparably less than that of an AQ.-PCM system for the 

eame grade of service. Even without companding* the dynamic 

range of the Binary S^-PCM system is sufficient to be useful for 

processing FM signals, as used in FM-telemetring. It is seen 

that the binary SO-PCM system at 40 Ko/s PRF is equivalent to a 

6 digit (50 Kc/s) Binary AQ,-P0M.

A comparison of the two systems, the Binary and the Ternary 

S^-PCi:, developed in the laboratory, shows that the Ternary system 

ir- very much superior to the Binary system. The dynamic range of 

the input (for the SKR to be above a particular value) ic larger 

in the Ternary system', and the frequency distortion is also less, 

in Ternary SQ,-PCM, better input-output voltage linearity is main­

tained at all frequencies, and the SNR at the higher signal fre­

quency falls less than that in the Binary system. Since the 

bandwidth of the Ternary system is slightly more than that of 

the Binary system, a linear compandor could be used with advan­

tage. The companding advantage is more in the Ternary system, 

ana the dynamic range is also more after companding. The Ternary 

system is much more stable than the Binary system, and even if 

one of the quantizers does not work in the Ternary, the system 

degenerates into a Binary system and does not completely break­

down. The quantizing noise spectrum of the Ternary pulses does 

not have much energy at the lower frequencies and is , therefore, 

suitable for video transmission through cables, etc. The Binary 

cystem, on the other hand, will require a conversion into Pseudo 

ternary pulses before an efficient video transmission is possible.
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Both circuits are essentially very simple and, for a particular 

operation range, stable. To examine the situation in more detail, 

the performance of a Binary S^-PCM will be compared in detail with 

an equivalent Ternary system.

At 40 Kc/s PRF, the Ternary S^-POM system has a signalling 

rnte of about 63 K bits/second and tie ref ore its performance will 

be compared with the Binary S $ - P C K  system at 60 Kc/s PRF and 

signalling rate of 60 K bits/second. F ig .4 .26  shows the variation 

of SiSi with the input signal level variation for the Ternary

system at 40 Kc/s PRF (solid curve) , and for the Binary 

SO-PCM system at 60 Kc/s PRF (dotted curve). The SNR for both 

1 Kc/s and 3 Kc/s signal frequency are shown in the figure. It 

i f": seen that the input dynamic range {for inputs below 0 db 

reference) is 20.0 db and 14*5 db, for the Ternary and the Binary 

systems, respectively. The peak SNR at 1 Kc/s is the same, but 

at 3 Kc/s the SI© in the Ternary system falls by about 6 db, and 

in the Binary system by 8-9 db, at 0 db input. In general, the 

.performance of the Binary system at the higher signal frequencies 

is poorer than the performance of the equivalent Ternary system. 

Beyond the overload point, the SNR falls more rapidly in the 

binary system than in the Ternary system. As the Ternary system 

is almost symmetrical and balanced, the harmonic distortion will 

be less than that in the Binary system which is unbalanced. The 

oNit deterioration above the threshold is mainly due to the satu­

ration resulting in harmonics, as has been mentioned earlier, 

and hence, the sharper deterioration in the Binary SQ,-PCM system.
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The output voltage vs. signal frequency is plotted in 

]• j.g.4.27, where it is seen that the frequency distortion at the 

h.tghs r signal frequency is less in the Ternary system (solid 

curves) than in the Binary system (dotted curves), e .g . at 3 Kc/s, 

the output in the Ternary falls by 3 db, as compared to output at 1 

K,;/s; and the output in the Binary falls by about 5-6 db, again 

compared to the 1 Kc/s output. However, at an input level of 

-10 db} the frequency distortion in both the Ternary and the 

■binary systems is negligible.

A comparison of the improvement in the dynamic range due 

to the compandor is shown in F ig .4 .28 , whes?e the noneompandored 

£'1;R curves are also drawn for reference. The SNR is above 30 db 

for a range of 29 db in the Ternary system at 40 Kc/s PRF (solid 

curve) , and 24 db in the Binary system at 60 Kc/s PRF (dotted 

curve). The total dynamic range, for the SNR to be above 25 db, 

is about 40 db and 36 db, against an uncompandored dynamic range 

of 20 db and 14.5 db, for the Ternary and the Binary systems, 

respectively. However, the Binary system suffers from another 

disadvantage of larger frequency distortion with the compandor 

included than the Ternary system.

Fla signals are reproduced fairly well by both the systems, 

end the SNR for the wideband signal is 33 db and 32 db, for the 

Ternary and the Binary system, respectively. Noise signals are 

processed with an SNR of 32 db and 31 db by the Ternary and the 

Binary systems, respectively. Speech quality for both the systems 

is ouite good, except that in the Binary system slight overmodula­

tion of the system is purposely done to handle all the dynamic
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levels of the speech. In listening tests, this ovemodulation 

i- unrecognisable to an untrained ear. However, the necessity 

of the overmodulat ion can be successfully circumvented by using 

a syllabic or an instantaneous compandor. The results with the 

instantaneous compandor are quite satisfactory and since a multi­

plexing of channels is quite possible for both the systems 

{vection 5 .5 ) ,  the use of an instantaneous compandor has been 

experimentally made feasible.

The spectrum of the transmitter pulses in the Ternary 

&VP3M system contains the major part of the AF energy as the 

sidebands of the fundamental and harmonics of the PHF, and the 

carrier is partially suppressed as compared to the sidebands.

The spectrum of the Binary S^-PCM, however, shows that the AF 

energy at the lower frequency is of the same order as the side­

bands energy around the fundamental and the harmonics of the PRF, 

and the carrier (line spectrum) is at a much higher level. The 

timing pulses in the Binary system can be easily extracted by 

simple filtering , but in the ternary system this method will 

produce jittering error in the timing pulses. However, the 

tiding pulses in the Ternary system can be generated by first 

rectifying and converting the ternary into binary pulses, and 

then applying the same techniques as in the Binary SQ-PCM system.

Thus it is seen that, although the peak SNR is the same for 

both the systems, the overall performance of the Ternary SQ,-PCM 

system working at 40 Kc/s PRF is superior to that of the Binary 

c^-POM system working at 60 Kc/s PRF. A comparison of both of 

these S ^ -P C M  s y s t e m s  w i t h  the other similar coded pulse modulation 

systems like A^-PCM, A-M and A-ZtA » is included in Section 6 .1 .
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CHAPTER Y.

TRAMSMISSIOM CHABAQT3RISTICS OF S3.-PCM SIGNALS ♦

5 .0  GENERAL.

The coding characteristics of the Ternary and the Binary 

5^-?CM systems have been given in Chapters I I I  and IY, The purpose 

of the present Chapter is to discuss the transmission characteris­

tics of coded pulse signals. The signals could be transmitted as 

video pulses on cables, or modulated onto some Ri1 carrier, before 

transmission. The channel will introduce some noise ana interfere­

nce during the transmission, and the correct detection of the 

signals in presence of the noise is of great significance. The 

M  gnal power necessary to achieve this with a given amount of 

noise is the subject matter of discussion in Section 5 . 1  and 5 . 2 .  

The bandwidth necessary in each case has been calculated in 

Section 5 . 3 .  Naturally, the systems are not ideal, and also, the 

different methods of sending the SQ,-PCM pulses are not equally 

efficient. The coding efficiency, discussed in Section 5 . 4 . 1 ,  

compares the ideal rate of information transmission,H, to the 

actual rate. The minimum power required for a given output SNR 

in a certain bandwidth gives another figure of merit, called power 

efficiency, a n d  i s  discussed In Section 5 . 4 . 2 .  It is seen that 

with the a s s u m e d  input SNR, an ideal system will have a much larger 

SNR and hence, larger information rate in the message bandwidth.

The input SNR required in the actual system, to have the same 

information rate in the inessage bandwidth, is another criteria
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of the efficacy of the transmission schemes, and has been called 

oomnunioation efficiency (discussed in Section 5 .4 .3 } . The SQ.-PCM 

cnannsls can be multiplexed on a time division basis and two 

schemes of multiplexing have been discussed in Section 5 .5 .

5 .1 .0 .  yiD&O TRANSMISSION.

It ia well known that all wideband systems have a threshold 

below which the noise improvement properties of the system rapidly 

setsriorate. To demonstrate the existence and importance of this 

threshold level, it is assumed that Binary O/l video pulses of 

n^-PCM system are being transmitted. At the receiver, fluctuation ' 

noise is added to the incoming group of pulses * ana there is a 

possibility of an error in decoding the signal. The error will 

occur, either, if noise in the absence of signal has an instanta­

neous amplitude comparable to that of a pulse when present; or, 

if noise in the presence of a signal has a large instantaneous 

negative amplitude which destroys the pulse.

It is assumed that the receiver* consisting of a slicer 

circuit with a threshold at Y volt, will interpret an occurrence 

of a pulse if  the instantaneous voltage (signal plus noise) exceeds 

the threshold, and an absence of a pulse, if the instantaneous 

voltage is less than the threshold. To calculate the probability 

of error (which depends upon the statistical distribution of noise), 

it is assumed that a ''zero” is sent, so that there is no pulse at 

the input of the slicer circuit. Ths probability of an error in 

this case will just be the probability that the noise will exceed
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"i volts In amplitude and be mistaken for a pulse by the slicer; 

this is the probability that the input to the slicer, ^(fc) , will 

appear between Y and infinity. The noise is assumed to be comple­

tely random with a Gaussian distribution of amplitudes. Hence, 

if the noise alone is present, the probability density of its 

amplitudes is
—  if /a.<r'

K * )  s —;— ~— - * €'
\ j  ZTT c r

vhere <T* is the standard deviation of the Gaussian distribution 

nrsumed, and the probability of an error is the area under the 

curve />o) , shown in F ig .5 .1 ( a ) , from Y to infinity.

°o _  iyZ/ z<̂

f r o h  (i>>Y) = j  e — . d v
T ifllTrr . . .  (5 .1 ) .

It is now assumed that a "one" Is transmitted and appear 

as a pulse of amplitude 2V plus superimposed noise at the input 

of the slicer. At the particular instant, v(t) is a signal plus 

noise voltage of average value EV, and its probability density is

_~(y-z\/)2'/z<T-2-

e

The probability of error now will correspond to the chance 

t h a t  the signal plus noise voltage drops below the threshold vol­

t a g e  Y, and be mistaken as a "zero" signal by the slicer. This 

probability of error is just the area under the curve from

minus infinity to Y , shown in  j ig .5 .1 (b )  , a n d  is

/*Y - (y- Z^/jLr- 2-

Pro (y~ ̂  V  /  c I - —. • , JL\j- **• (5 .2 ) .
y Jawr3-

-oo v
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The level Y of the slicer circuit has to be adjusted to a value 

such that, the probability of recognising the signal is maximised. 

The optimum level of the threshold between "zero’' ana "one" is 

such that,

P(0 /1) * P (1 /  0 } = PQ

where P( O /l ) * probability of receiving a "zero" when

For the Pe to be minimum, it can be shown that the thres­

hold level Y should be approximately equal to V (the optimum 

threshold level), and for large SI©.

"one" was transmitted

P(l/0j = probability of receiving a "one" when 

"zero" was transmitted.

probability of error.

that is

(5 .3 (a ))

also -  ll z  fs  j>i j Me

. .  (5 .5 (b ))
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where X  is a variable

y/cr-

€ r f (x )  =and
r x /

-x-h

J

T i * peak signal power at the input = 4V2 ,

2
Nj_ = mean Noise power at the input = O'

!? ig .5 .2  shows a plot of Pe for variation of peak channel SNR 

U :.pi/N) , calculated from equation (5 .3 (b )) . If  the average power 

i3 the limiting factor in the channel, then the average signal 

power 3_| for O/l pulses is 3 db below the peak signal power. The 

variation of P8 with (&i/Nj[) is shown in F ig .5 .3 . However, 

instead of transmitting O/l pulses, one can send +1/-1 (Bipolar) 

pulnes of amplitude V without losing the noise margin. The peak

p
power of a +V and -V pulse is V and is 6 db lower as compared 

to O/l transmission. The average power is equal to the peak power 

in this case. The relation of the Pe with the input SNR for such 

a Bipolar Video transmission is also shown in F ig .5 .2 .

The input SITR, in the peak power limited video Unipolar- 

transmission-S^-PGM system, is 18.2 db for an output SNR of 40 db, 

srid is 12*2 db in the Bipolar Video transmission case for the same 

output SHR. The noise power N0 , at the output of the threshold 

circuit in the receiver, can be calculated with the knowledge of 

the probability of error as follows* If  Pe is the probability 

of receiving a digit erroneously, then (1 - Pe ) is the probability 

of receiving the digit correctly, and for a "word" of n digits,

(1 - ? e )n is the probability of receiving it  correctly. Hence,
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(1 - (1 - Pe }n ) gives the error probability in a group of n digits. 

Now, in the Sq -PCM system, each pulse has equal wsightage, i . e . ,  

every pulse, of height Ak. received increases the signal power 

built up by just one unit.

The noise pulse occuring in any of the n positions of the

"word” does not have an equal effect in disturbing the true signal

height built up by the pulses. An error pulse in the first digit

position of the word will have more effect on the signal than an

error in the last digit position. However, if  a large input S1TR

is assumed, the probability Pe is very small, and the probability

that two error pulses will occur in the same "word" is even 

28
smaller . Therefore, for a very small Pe on an average, the weight age 

of the position of the noise pulse on the signal can be assumed to 

be equal, and hence, the mean square change due to a noise pulse 

will be . The output mean noise power is , therefore,

IIo = (A t v f *  [l - O - f k ) " ' ]

where n = no. of digits in a "word”

= f r/S fm (as illustrated in Section 2 .4)

f r = PRF.

f m  »  Signal frequency,

Except for Pe , which is dependent on the RF modulation scheme and 

the detector used, the e q .(5 .4 )  , giving the mean noise power at 

the output, will apply in all the Sq-POM-modulated transmission

systems.
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5 .1 .1 .  BiiTAKY S-Q.-PCM.

The peak to peak signal built up by a group of n binary 1/0 

pulses is ( vt.Ah- ) and the m s sinusoidal signal voltage at the 

output is

V 0 -  n , A k -  J z j l

In the Binary SQ.-PGM system, the voltage built up is appro­

ximately half of this amplitude, as has been shown in Section 2.4 

and therefore, the signal power is

[ S o ]  -  [ ^ r u A h ^ x / l ]  ( 5  5 )
Binary . . .  ID .o ; .

=  ( A l / 2 f n v )

The SNR at the output is obtained by dividing e q .(5 .5 )  by 

e q .(5 .4 ) and is given by,

[■So|n<>]b^ w  -  3 •̂{ijyj ' |-j _ ( i -p ey ^  *** ( 5 *5 *̂

For a sufficiently small probability of error Pe , the equation 

(5 .6 ) is reduced to

[ S o /N . l  .  - ± . l k ) \  - ! _
L I JB w ftT f  32. V n. Pe

n . . .  (5.7 ).

The ecu (5 .7 ) shows that the SHR is dependent on fr , fm and Pg. 

Choosing a pulse repetition frequency of 40 Kc/s and fm of 3 .33  Kc/s , 

f r/2 fm = 6, and

[ ^ ° / No3 AveRA&e “ “32.' ~~f£ • • •  (5 .8 ) .
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oince PQ depends upon the input SNR as shown in F ig .5 .3 ,

the output SNR can be calculated from eq . (5 .8 ) . For different 

input SMR the output SNR is plotted in F ig .5 .4  and F ig .5 .5 . The 

F ig .5 .4  shows the variation of the S0/N 0 for the average Si/H i 

and F ig .5 .5  shows the same for the peak £i/Nj.. For a peak S i / %  

of 18.2 db, or average Sj/Ni of 15.2 db, the output SNR is seen 

to be about 40 db, which is normally acceptable for a satisfactory 

transmission.

5 .1 .8 . TERNARY SQ.-PCM.

For the video transmission of the +1, 0 , -1 pulses of the 

Ternary Sq,-PCM system, the pulse heights of the transmitted signals 

will be 2V, as shown in the F ig .5 .6 (a ) , with two thresholds at +7 

and -V. Every time the received signal crosses either +V or -7 

volts threshold, a ’’plus one" or a "minus one" pulse is generated, 

otherwise, a "zero" is interpreted. To calculate the average 

probability of error Pe ’ for this system, it is seen that Pe ’ 

will be greater than Pe , which is the probability of error in 

the binary case. Assuming noise bursts of amplitudes greater than 

+V, the probability of error is not equal for all the three levels 

of +1, 0 , -I. If  a 'O ’ was transmitted, noise bursts of magnitudes 

\J ^  Ju-j $ o o  } or — V ^  |i>| , will give rise to an error,

whereas if  ’ +1* was transmitted, a noise burst of amplitude 

y ^  will not effect the identification at the receiver,

but a noise burst of amplitude —\/^ M  oo will destroy the 

pulse. Similarly, if a •-I* was transmitted, noise bursts of 

magnitude ~\f ^  Ji>| -°° will not effect the reception, but a 

noise burst of magnitude V ^  ji>| ^  00 will obliterate the pulse.
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The error probability of *0’ w ill, therefore, be twice that of a

’ +1 * or a ’ -1’ j and the probability of error in the Ternary system

is

s

Pe = 1  Pe
3

- a 7
zanders has shown that for a multilevel transmission scheme, the 

probability of error Pe ’ is = |^2(L-1) /l ] . PQ , where L is number 

of levels transmitted. For L « 3, the PQ» of the Ternary system 

is 4/3 Pe , which is the result obtained above. Pe is the probabi­

lity of error when only 0 or 1 is being transmitted and has been 

calculated before (e q ,5 .3 ). The peak power is 4Y as in the binary 

case, but the average power, assuming an equal probability of +1,

, -1, is(4V*x2.)j3 or , that is, 1 ,75  db below the peak.

The mean noise power for a word of n digits is ,

N .  = ( 4 1 - ) \  [ i  - 0 -  p « ' ) ’ v]

u

The peak-to-peak signal built up by the n digits of Ternary 

pulses is .Tw ^k- , as shown in Section 2 .4 , and the rms signal out­

put for a sinusoidal waveform is

14 / Z \/2-

The signal (average) power at the output of the receiver is

. ... ( 5 .io ).

and the average SNR is

( J” l ^

t S o  W t « n a « t  * ^  [1
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hich, for small PQ , is reduced to

(5 .1 1 ) .

hooping a PRF of 40 Kc/s and fm = 3.33 Kc/s, the average SNR is

(5 .12 ).

hs Pe depends upon the input SNR, the variation of S 0/N o for 

different S i/N 1? peak and average, is plotted in F ig .5 .5  and 5 .4 , 

and it is seen that a peak input Si/H* of 18.2  db is required for 

an output S0/N0 of 45 db.

Often it happens that the communication link is used over 

an R.F. medium and that necessitates the modulation of a suitable 

R .F . carrier with the Sq,-PCM pulses. Many modulation schemes are 

possible, and in the present Section, four of the most commonly 

used modulation schemes have been discussed with a view to ascer­

tain the requirements of transmitter power for a desirable SNR at 

the output of the receiver. They are SQ,-PCM~AM, SQ,~PCM~FM, 

S^-PCM-FSK and SQ-PCM-PM.

5 .2 .1 .  AMPLITUDE MODULATION.

Among many methods of radio frequency transmission, the 

amplitude modulation method is possibly the simplest. The trans-

5 .2 . R .F . TRANSMISSION.
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mission of Binary SQ.-PCM pulses involves the transmission of 2 

levelss a "zero” or " one" ,  and the pulses therefore could amplitude 

modulate a carrier such that the full power is transmitted for a 

one" and no power for a "zero” . At the receiver an envelope 

cl-atector would be required to demodulate these AM signals. The 

amplitude modulation of Ternary S^-PCM, however, involves some 

problems, as three levels, 0 , 1, 2 (for -1, 0 , +1), require to be 

transmitted, the receiver again being an envelope detector. The 

envelope detector is followed by a threshold device in all cases.

If the output of the detector exceeds the threshold, a "one" is 

read out, and if it is less than the threshold,, a "zero" is inter­

preted, and so on. It will now be shown that for large SNR at the 

input of the envelope detector, the probability density distribu­

tion of signal plus noise is Gaussian at the output of the detector. 

First , it is assumed that noise alone is present at the input of the 

detector, and then, signal plus noise is present at the input. The 

amplitude distribution of the random noise at the input is Gaussian, 

with a mean value of zero, and a signal of amplitude 2V shifts this 

distribution such that the average amplitude is now 27, and the 

curve peaks around 2V. The probability distribution of the signal 

plus noise at the input of the detector is

b To- ) js — ̂ ■ ■=- ♦ £■
T v '  Jzwr*-

To calculate the probability density of the amplitude of

s i g n a l  d I u s  n o is e  at the output of the d e t e c t o r ,  the f o l l o w i n g

19
procedure is adopted. If a white noise is passed through a narrow 

band filter the output v(t) could be represented by a sine wave of
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frequency coc , with slowly varying amplitude and phase i .e .

o-(t) a R (t ) . [coct-t 0(t)]

where R^ represents the slowly varying envelope of the 

amplitudes and H i) , the slowly varying phase. R(t) would be 

the voltage at the output of an envelope detector, and would

be at the output of a phase-sensitive detector. The probability 

density function of the envelope R(t) is P(R) and is

- RZUcr-Z

P(R) = R e  . 1  .
' cr3- (5 .13 ).

This is the Rayleigh Distribution with its peak at R = C5~ and a 

-»/z ,
peak value of e* /<r* . As 0s the rms input noise increases, the 

distribution flattens out, the peak decreasing, and moving to the 

right. The envelope can have only positive values. Now if signal 

plus noise, signal of the form 2 V wawtt  , is applied to the 

envelope detector, the probability density function can be written

2.- ( z v ) !> .< r  -R/jw- 2.W ___
.  R . e

SUTT a-'2.

2.\ZR.c*<nd /o<

The integral in the above equation can be evaluated by noting 

that it has the same form as the Bessel function of the first kind 

and zero order i .e .

O

In terms of this modified Bessel function, the probability
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density function for case of signal plus noise is

P ( R ) « 4 - . e ... (5.14).

If 2V—%-0j the eq. (5.14) reduces to the Rayleigh distribu­

tion, checking with the result of zero signal case. According to 

the previous definitions, the mean R.F. signal power is 2v^ and 

mean noise power is cr1 and therefore, 272/<t-z is the SNR at the 

input of the envelope detector. For sufficiently large values of 

ti'Ui ( 27 ^  cr* } , the eq .(5 .14 ) will give rise to the Gaussian dis­

tribution, as can be seen below. For large values of Z, the 

modified Bessel function can be approximated as

I M  - e*v ztiIT  *•* (5 *15 )

2.
and hence, if it is assumed that 2VR;$>crthe eq. (5.14) can be 

written by substituting in the value of I 0 ( 3 ^ 5  ) according to
<T~*-

©g. ( 5 .1 5 ) .

and ” ",--- ^  . . .  (5 .1 6 ).
2.TT* 2M*

The function of eq .(5 .16 ) peaks sharply about the point R = 27, 

and in this range of R, one can let R ^  27 in the nonexponential 

portions of P(R) ana get,

P(R) = e

Therefore in the vicinity of the point R = 27, which is essentially 

the average value of R, the distribution at the output of the
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detector approximates a Gaussian distribution, with a mean value

input SNR. This normal distribution is thus identical with that 

at the input to the detector, as it has the same average amplitude

envelope detector does not alter the probability density of the 

slp-nel plus noise. The probability density distribution for the 

case of noise alone and for signal plus noise is shown in F ig .5 .7 .

The level Y of the threshold circuit after the detector 

has to be adjusted to an optimum value such that

For the P@ to be minimum, it can be shown that Y, the threshold 

level, is approximately equal to V (the optimum threshold level), 

and for large SNR,

2.
O'* , and is valid only for large

%
?V and the same variance cr* . Hence, it can be said that the

P ( l / o )  = P ( o / 0  = Pe

in the case of the Video transmission. That is ,

— V/r

(5.17(a)*).

. .  (5 .17 (b ) ) .
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where x is the variable V/cr-

and V/cr-

* ’ , M  ■ 7 3  f, ” ‘A

iS "een from F ig .5 .7 , the probability of interpreting ’’zero’* as 

"one" is the area A, and the probability of interpreting a "one” 

as "zero" is the area B. These two areas are approximately equal 

for large SNR.

The average power in the AM is 3 db below peak the peak 

power snd the variation of Pe with the peak and average (Si/Nj_) 

similar to the video transmission case, shown in F ig .5 .2  and

5 . 3 .

BINARY SO.-PCM-AM.

The output noise power II0 will be given by,

No = (a ^ T  * [  I - O  ~ J / . . .  (5 .4 } .

and the output signal power So by,

[So] =. (5 .5 ) .
L -I Bina-RY 32. ^

and therefore, the output SNR for a PEF of 40 Kc/s, and

frfl = 3.33 Kc/s is

-L ' JpiMARY 3 *e 2-fnv 32

The P0 will depend on the input SNH and the plot of peak input 

SNii vs. outnut SNR is shown in F ig .5 .5 .
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The amplitude modulation of carrier by +1, 0, -1 pulses, 

converted to 0, 1 , 2 pulses, will be as shown in F ig .5 .6 (b ). The 

peak power is still 4V2 and the average power, for 0, 1 , 2, being 

equally probable, is 57^/3 or 3 ,8  db below the peak power. The 

probability of error is Pe » - 4/3 Pe (as given in Section 5 .1 .S ) 

'Where Pe is the probability of error in the 0/1 transmission. The 

signal power and the noise power can be calculated in a manner 

c-inilar to the one given in Section 5 .1 .2 . The output SNR for 

large input SNR is

The binary and the ternary pulses of the SQ.-PGM systems 

could be transmitted by frequency modulating a carrier. At the 

receiver a discriminator type of detector will give two voltage 

levels in the binary and three voltage levels in the ternary 

system. The discriminator circuit first converts the frequency 

modulated signals into amplitude modulated signals and then 

detects the amplitude modulated signals in the usual way. The 

analysis of this type of Eli detection is therefore, an extension 

of the AM detection case. The output of the discriminator is 

passed through similar threshold circuits to recover the original 

pulses. For sufficiently large signal to noise ratio at the input 

of detector, the output could be assumed to have a Gaussian distri-

variation of S0/N0 for peak Si/N^ is shown in F ig .5 .5 .
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but!on, and the probability of error is the same as for S^-PCM-AM

A l l  the advantages of an -FM system over an -AM system will be 

obtained ana the calculation of the output Site will be similar to 

the AM case, except that a threshold effect is obtained in the 

system which will give better S0/?T0, As before the Ternary 

r.';~P0M will have two threshold circuits ana the probability of 

error will be 4/3 Pe .

The amplitude of the modulating pulses is chosen such that 

a deviation ratio of unity is produced. It is known that for a 

unity deviation ratio the SNR advantage of FM is 4 .8  db over AM. 

Therefore, to each value of S 0/N 0 , calculated with the help of 

-o.(5 .18 ) and (5.19) for a certain S i /1 % , 4 .8  db is added to 

obtain the output SHR in the FM modulation scheme. The variation 

of output SNR with input SNR is shown in F ig .5 .8  for both the 

Binary and Ternary S'?.-PCM systems.

5-2.3. FREQUENCY MODULATION (FSK).
■...■ 1.1 111 |— I. I. .............................. ' !■■■■!■■■. ■! ■

The Frequency Modulation (FSK) differs from the scheme 

considered in Section 5 .2 .2 , only in the type of detector used 

at the receiver. In the simple FM case a discriminator type of 

detector has been assumed, but it will be shown here that a slight 

modification in the detection leads to much better results.

-V/r

— 0O

oix. .
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Two-tone Frequency Shift Keying could be employed for the 

transmission of the Binary 5Q,-PCM pulse I? The carrier jumps 

between two frequencies fj_ and f g , f\ representing the "one" 

ana fg the "zero” of the pulses. At the receiver, F ig .5 .9 , two 

tuned circuits, tuned to f]_ and f 2 , will be used followed by 

two detectors, a difference circuit and- a threshold device. The 

threshold circuit reads out "one” , if the output of the detector,

A  is greater than the output of the detector B, and a "zero” , if 

the reverse is true. The probability of an error at the output 

of the threshold circuit will now be modified because of the diffe­

rencing circuit. The analysis proceeds in a manner similar to AM 

case, where the probability density distribution of the output of 

the detector when noise alone is present at the input is P(N) ,

"'tere’ e

m  - P (R ) = - h  ■ e  . . . ( 5 . 8 0 ) .

and the distribution when signal plus noise is applied to the 

detector is P (R ') ,  ana is,

K S 8 ) . . „  t l ,

A plot of P(N) and F(S + N) is shown in F ig .5 .10.

Now if it is assumed that a "one" was transmitted as a 

frequency f ]_, it will be accepted by the filter tuned to f i , 

detected by the Det.A and will have a distribution corresponding 

to eo.( 5 .2 1 ) .  At the same time the output of the Det.B, which will 

have noise only at its input and therefore, a distribution following 

eq.(5 .2 0 )  , will also be applied to the difference circuit. The
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probability of an error will then be the probability that, the 

noise in the B channel is more than the signal plus noise in A 

channel. The probability that the noise will exceed the level 

set at X volts (Fig ,5.10) is
oo

P(€*Y*r , ^  R?* X )  - J  P(R) 4R.

7?here P(R) is given by eq. (5 .2 0 ). The input of the difference 

circuit has both noise and signal plus noise, and therefore, the 

joint distribution at the input is

Oo

P(eTroY/R") a P(R'). f P(R)dR.
“X

the probability of an error

oo ^

Pe = j  [ P ( O f  p (r) ‘* * ] ° I r ’ . . .  (5 .2 2 ).

I!he integral in eq. (5.22) can be evaluated to give the probability

of error

-

lie caus

as

fe = ^  C  *. • (5.23)

e the average power is 2V2 , the eq .(5 .23 ) can be rewritten

/i plot of the variation of Pe with input SHR is shown in F ig .5.2, 

The output SNR of the Binary SQ-PCM-FSK system will be

£ ^ 0 (5 .25) .
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with Pe as given by eq. (5 .2 4 ). F ig .5.8  shows the relationship 

bettvsen the input SIJH and output SNB of the modulation scheme.

For the transmission of the Ternary SQ.-PCM pulses either 

a two-tone or a three-tone-FSK could bs used. In the two-tone 

scheme, a '+1* is transmitted as a frequency f i , a ’ -1’ is trans­

mitted as a frequency fg and a ’’zero” is no transmission, as shown 

in F ig .5 . 11(a ). In the three tone FSK scheme, three frequencies 

f i , f 2 & fg , could, be Keyed to represent +1, 0, and -1 pulses, as 

'n F ig .5 .1 1 (b ) .

At the receiver, in the two-tone scheme , there will be two 

tuned circuits-tuned at f^ and f g ? followed by two detectors, two 

threshold circuits and a combining circuit, as shown in F ig .5 .12 . 

when a f,zeron is being transmitted, none of the threshold circuits 

will give any output and hence, at the output of the combining 

circuit there will be a zero. The +1 and -1 pulses will be obtained 

directly. The probability of error in reception will follow exactly 

as in the case of AM and FM, and since, the. error chances for a 

!,zsr o’T are double that of the error chances of '+ 1 1 or ’ -1’ , the 

weight age factor will be 4 /3 , as before. The output S q/N 0 is 

given a s ,

rso/Moi - i . / f r  \z _ J _____ „
l / jternary *

_  3 /iv  \ J _

38 Pe.

This is similar to the Ternary SQ-PCM-AM scheme, given in F ig ,5 .5 .

For the 3-tone-FSK scheme, the receiver (F ig .5.13) consists
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of three tuned circuits, tuned to , f s and f 3 , followed by three 

d 3  tec tors A, B and C. The outputs of detectors A and G are compa­

re i with the output of the detector B in two difference circuits 

af? shown. If the output of detector A is greater than detector B, 

a '+1' pulse is read out by the threshold circuit; if the output 

of detector C is greater than that of detector B , the threshold 

circuit reads out a ’ -1 ’ pulse. In case the outputs of detector 

,-i. and 0 are smaller than that of B, the threshold circuits do not 

produce any output and a "zero" is read out. It is assumed that 

the chance of a *+1* being wrongly read as '-I* is negligible and 

therefore no comparison between the outputs of detector A and G 

ic recuired.

As there are two decision circuits, on a heuristic basis 

the probability of getting an error is twice that of given in 

e q .(5 .2 4 ) , and Pe" given by,

* - SjzN
- £ . . .  (5 .2 6 ) .

The output SNH is, therefore,

Tc /..I X  (Jl f  J------ . . .  (5 .27 ).

[  1 [ i  -  6 - p T ]

where Pe " is given by e q .(5 .2 6 ) . A plot of input vs. output SNR 

for the three tone FSK modulation scheme is also given in F ig .5 .8 .

5 .2 .4 .  PHASS MODULATION.

The pulses of the Binary and Ternary S-̂ -PCM systems could 

be t r a n s m i t t e d  by the Phase modulation of a carrier. Suppose an
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m-level code is to be transmitted by phase modulation, then the 

levels may be represented by m-vectors spaced equally apart in 

a 360° phase space. The spacing between the phase vectors will 

be 2-flF/vw. radians. At the detector, either due to the noise in 

the detector itself, or due to additive noise in the channel, the 

phase of the vector will depart from its nominal value. So long 

as the phase of the signal plus noise is within the range of 

± tf/m.radians of its original phase, it will be taken as the 

signal vector itself. If  all levels are eoually likely, this 

decision threshold will give the minimum probability of error.

Assuming a narrow band receiver again, the probability 

density function of the phase difference between signal alone, 

and signal-plus-Gaussian-noise , is given as,

~ s(f4 r j--- (sIn) coa"$

P ( ^ X e 1 + . . . . ( 8 . 8 8 ) .

where $  (x) is the probability integral.

-r 1 f X  " yZ/2 i
■ 4 W  = 7 ^ .  J e  <ky

•—OO

If  the reference phase is known i .e . locally generated, the 

probability of error is

-tir/vyx,

l - J  . . .  (5 .29 ).

/7W-*/

For large signal to noise ratios in the vicinity of & = 0 

(if  0 = 0 is the assumed phase angle of the signal), the
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of sq .(5 .28 ) will approach a Gaussian distribution,

-(s /n) • 92

^ 4  S |N  » I S < 5 - '

with a mean value of zero and variance cr" s — i
£ (  s /n ;

For the Binary Bqs-PCM system the number of levels is m = 2, 

ana the value of P(<3) and hence P(e) , is evaluated from eqs.(5.28) 

and (5 .2 9 ) . In F ig .5 .3 , Pe is plotted as a function of input 

CUK; the value of the output SNR for different input SHE is calcu­

lated from a equation similar to the e q .(5 .25 ) and plotted in 

F ig .5 .8 .

For the Ternary SQ-PGM system, the number of levels to be 

transmitted are three and therefore, with m = 3, PCs) and hence 

Pe are evaluated from e q .(5.28) and (5 .2 9 ) . F ig .5 .3  also shows 

a plot of Pe vs. input SNR and F ig .5 .8  shows a plot of output 

SMii vs. input SNR calculated from an equation similar to eq. (5 .2 7 ).

Both the curves of PM shown in F ig .5 .3  and 5 .8  have 

actually been calculated for an input Si® upto 10 db only, and 

then extrapolated to have the same general similarity with the 

curves given for the FSK system and others. This limit in cal­

culation was unavoidable because the integrations of eqs .(5 .28 ) 

and (5 .29) were performed with the IBM 1620 Computer, using 

"Fortran” programming, anci an accuracy of more than six signifi­

cant figures was not possible.
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A scheme of phase modulating the sinusoidal carrier with 

the Ternary SQ>-PCM pulses can be as follows. Three phase vectors 

spaced ISO0 apart are as shown in F ig .5 .14(a) i . e . ,  if it is 

assumed that 'O ’ pulse has a zero phase, then '+1 ' and ’ -I’ 

pulses have a phase difference of 120° with it and with each 

other. The 'O ' pulse has a zero phase and therefore it is 

straightaway generated. To produce a phase difference of 120° 

for a *+1* pulse, the carrier signal is inverted, reduced to 

half and then added in quadrature with times the carrier

as shown in F ig .5 .14(b). Similarly the phase change of (-120°) 

could be produced for ’ -I’ pulse. In F ig .5 .14(c ) a block 

schematic diagram of a possible phase modulating circuit is 

given. Of all modulation schemes discussed in this Section, the 

phase modulation with a locally generated phase reference requires 

minimum signal power for a given output SNR. FSK, FM and AM 

require larger signal power in the same order.

5 .3 . BANDWIDTH R&Q,UlREi'vlEMTS«

In earlier Sections some modulation schemes for the trans­

mission of SQ,-PCM pulses have been discussed, without regard to 

the bandwidth necessary for such transmission. Clearly, if the 

signal power is reduced for a particular communication with an 

undue increase in bandwidth, the system may not be as efficient 

as made out from consideration of the signal power alone. In 

the present Section a rough estimate has been made for the value 

of the minimum theoretical bandwidth necessary in each modulation

scheme.
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Tiie transmission of the Binary SQ,-PCM is done by the

presence or absence of a pulse, and if the pulses and spaces are

uncorrelated, it is known that the power spectral density of the 

27
pulse train is P ( f ), given by,

- 138 -

\ 41*1. I* 3 t> is tbe probability of a pulse

1 - ja is the probability of no pulse 

G(f) is the fourier transformer of the pulse shape 

T  is the reciprocal of the PRF = l / f r 

m  is the impulse function.

The spectrum consists of a continuous and a line spectrum* The 

information can only be in the continuous part of the speetrums 

because the line spectrum has ideally no bandwidth, and informa­

tion cannot be transmitted in zero bandwidth.

A simple and straight forward method of determining the 

Bandwidth required for the video transmission of the pulses shown 

in F ig .5 .15(a ) will consist of finding the shape of these pulses 

after they have been passed through a low pass filter of cut-off 

frequency f a c /s , and a linear phase shift = -gw, where g is a 

constant. Goldman1 has shown that the output of the filter for 

a pulse of width (T2 - Tj.) will be

S ( fc)  =  _  ( 5 > 3 1 ) >

and for a fixed pulse width (T2 - Tx ) , if the bandwidth is

reduced below £ «  '-- -r - 4 “- ’ th8 0utput signals £ ( . T i - T | )  2- r
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amplitude decreases rapidly, as shown in F ig .5 .15(b ). Since the 

signal must exceed the noise level, a minimum bandwidth requirement 

therefore, will be

■f(s ) -  -i—.  _  JEl. I r  r z p \

where is the reperition rate of the pulses = f r .

Now if the pulses are used to amplitude modulate a carrier . 

of frequency f c c /s , it has been shown (Goldman), that the output 

will be

where is half the width of the pass band in the

amplitude modulator circuit. The eq .(5 .33 ) shows a carrier, 

amplitude modulated by a signal of the same form as e q .(5 .3 1 ) .

Thus for a symmetrical double sideband transmission of the ampli­

tude modulated pulses, twice the amount of the video bandwidth 

(eq .5 .32) will be required.

(Bandwidth)^ - f r = 2 f s

The FSK modulation is obtained by switching on an oscillator of 

frequency f i , when a Mone" is to be sent, and switching on another 

oscillator of frequency fg , when ’ O’ (-1 in the ternary case) is 

to be sent. The bandwidth will therefore be a sum of two Sq,-PCM-AM- 

bandwidth and the two-tone FSK will occupy double the bandwidth 

of the AM case

(Bandwidth )]?sk = 2 f r
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Three-tone keying in Ternary SQ-PCM-FSK will have, similarly, a 

(Bandwidth)pgK =* 3 f r .

I f ,  however, the shift between fj and f 2 frequencies is 

obtained by modulating a single oscillator, there will be a phase 

independence between the two frequencies and the modulated waveform 

may be viewed as the sum of two independent waveforms, one centered 

at f1 , and the other at fg. Hence the bandwidth will again be 

twice of that in the amplitude modulation case. For a unity 

deviation ratio, A f  j $$ — I , the bandwidth required in the FM 

e a s s  is 4-*Af , where A f  iS the peak deviation, and therefore, 

the bandwidth in the So-PCM-FM will be

(Bandwidth)pm * 4fs = 2 f r .

For the Binary coded pulses, the relationship between the

PM and AM is that, the phase modulated signal can be derived from

;ilv: signal of the same peak amplitude by doubling the amplitude of

32
the AIVj signal and suppressing the carrier. In fact, a PM signal 

i s  a suppressed carrier AM signal and is sometimes referred to as 

Bipolar AM. Because of this close relationship between the PM 

and AM, the frequency spectrum of a PM signal is similar to that 

of the equivalent AM signal, and the PM signal can also be trans­

mitted as a double sideband signal. Therefore the Bandwidth of 

the Sq,-PCM-PM is the same as SQ-PCM-AM.

5 .4 . EFFICIENCIES.

So far , the consideration has been the input signal power 

required for a satisfactory S 0/No w*th a given channel noise. For
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ths communication of a message from one point to another, the main 

features in the system are the coding, the channel, ana the decoding 

at the other end. The coding process introduces an inevitable 

quantizing noise, and the noise, thus, brought in is taken for 

granted, The transmitting system therefore sends the signals in 

the channel at a certain rate and it is assumed, for the purpose 

of this section, that this rate is optimum. The information rate 

at the receiver, however, is different, and the coding efficiency 

parameter has been used to give a picture of the coder-decoder 

combination. With a certain channel noise already existing, the 

different schemes of modulation used for effective transmission 

over the channel are compared on the basis of their power efficiency. 

The ideal modulation-demodulation scheme will have an information 

rate much higher than the actual system, and the Communication 

efficiency gives the departure from the ideal.

5 .4 .1 .  CODING EFFICIENCY.

The communication system consists essentially of a coder at 

the transmitter and a decoder at the receiver. After the coding, 

the rate of information, H, of the transmitter is governed by the 

PRF, and the number of signal levels used for transmission. However, 

tho rate of information at the output of the decoder, H* , for a 

most general message signal, is not the same as at the output of 

the coder. The coding efficiency is a measure of the efficacy of 

information transmission with this coder and decoder combination, 

when the channel between them is assumed to be noiseless. The 

information rate at the output of the decoder is
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H 5= Wy*. ^0^  ^1 +■ ^'/No^

v.'hare bi/W0 = mean Si'Jti at the decoder, for a most general message

signal e .g . ,  noise signal.

ilence the coding efficiency, ^ , is

^ « « 7  M

^  = ( W ^ / h) £r-t- S , / n 0)

The coding efficiency, ^  s depends on H and which in turn

appends upon the PHF. A sample calculation is given below.

For the Ternary S^-FOM system, the PRF’ of 40 Kc/s is equi­

valent to an information rate of 63.2 K bits/sec. The post detec­

tor SKii for a noise type of signal is 32 db when (A/̂ , is restricted 

to a bandwidth of 3 .5  Kc/s (see Chapter 111). Therefore, from 

eq.(5 .3 4 )

-  3*5 x lo Xo^ o  IS'KS)  ~ 3*S'xlo X t Or &3o2

a^JL  ^  = % [o3 x  lo*63oz
63*2.

a O .S ^
i

Similarly, the calculation of ^ is done for the other PRFs, and 

the results are shown in a tabular form in Table 1. The calculation 

of ^  for the Binary £Q,-PCM is also similar and these results are 

also given in Table 1.
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TABLii 1.

PKF
tTernary SQ-PCM sys
i____ ___ ...»

tern. fBinary SO,-PCM system.
_ J___  L _ I _____  ___ S

Isi/N0 dblHKbit/sec • i |Si/N0 db •iHKbit/sec.j

20 Kc/s. 23 db. 31.6

r

§
0.871 -

I

30 Kc/s. 26 db. 37.55
5

.8061 22 30 .854

40 Kc/s. 32 63.2 0.59| 26 40 0.761

50 Kc/s. 33 db 79.0 0.371 27.5
h

50 0.66

60 Pro/s. - - - | 29 60 0.562

The coding efficiency is plotted, against the ideal informa­

tion rate K in F ig .5 .16. It is seen from the graph that the Ternary 

system coding efficiency is higher than that of the Binary system. 

The efficiency becomes poorer with increase in PRF, as can be 

expected in all E^-PCM sys terns, because of the slow improvement 

in "i/i'fo with PRF.

5 .4 .S. PCMiSB iSFFlClMOY.

It has been shown in the previous sections, (Section 5.1 

and 5 .3 ) ,  that the RF modulation schemes require different signal 

to noise ratios at the detector input for a particular signal to 

noise ratio at the output of the receiver. The maximum output 

EiTii reouired would of course be limited to the minimum quantizing 

noise inherently present in the Sq—PCM system. A ba^is of compa­

rison of these schemes evidently has to take into account the 

channel b a n d w i d t h  required for the transmission of the RF-modulated 

signals. A simple criterion of comparison would be the minimum
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received signal energy required for each information bit transmitted 

in the presence of uniform Gaussian noise .spectral density. Power 

efficiency ^  is defined by Sanders as

p* v
C l

P - - 7T-

where = minimum received energy required per bit.

= noise spectral density.

The above equation could be rewritten in terras of the minimum power 

required Pinin as

p .

where H = information rate in bits/second. For purposes of computa­

tion, the equation for ^  is written in a slightly modified form 

as follows:

P -

frv«.JU 0) SZ

€* H ~ e2- gT ‘ ~vr ~ ~Nz . . .  (5.35)
oC

where B = signal bandwidth in c/s.

= Ni ~ mean noise power in the bandwidth B,

^  a IL a variable parameter depending on the modulation
H

bandwidth, 

and §£ = mean signal power.

For any modulation scheme, the input SNR required for the 

optimum output SNR is found from the curves given in Section 5.1 

and 5 .2 , the b a n d w i d t h  is estimated from the equations in Section 5 .3 , 

and the value of ^  is calculated, knowing the information rate E
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m  bits/sec. As an example, the power efficiency of the Ternary 

. system would be calculated below:

In the Ternary case, at a PitP of 40 Kc/s, the quantizing 

noise limits the Still to 45 db. The input SNR for an output CNR 

ot 45 db is 15.85 db (seen from F ig .5 .8 ) . The information rate 

for the 3 level +1, 0* -1 pulses is,

H = 40 logg 3 = 63.2 Kbits/sec. 

end the bandwidth B from Section 5 ,3 is

B = 80 Kc/s.

Therefore

P  = 38.46 x 80/63 .2

or 48.7

In the Binary SQ,-PCM, however, the information rate for a 40 Kc/s 

PiiF will be 40 Ebits/sec.

The for all the schemes proposed has been calculated in 

a similar fashion, and given in a tabular form in Table No,2. The 

basis of comparison of the different schemes has been that the 

o 0/N q is 45 £ = SNR(0j] db for the Ternary SQ,-PCM at 40 Kc/s PRF, 

and 40 db for the Binary SQ-PCM at 40 Kc/s PRF. A low value of £ 

indicates a more efficient scheme because the power renuired is 

less for the same performance. The SCi-PCM-PM seems to be the most 

efficient scheme among the different schemes illustrated.

The power efficiency, ^  , gives an idea of the minimum 

transmitted power required in a certain bandwidth for a particular
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grad© of communication, but the actual rate of information obtained 

in the link with this received power is not known. Communication 

efficiency, in the next section, will be defined as one such measure 

of the performance of the actual system and Its departure from the 

ideal•

TABLE 2.

r;ode or Method 
r;*' Transmission.

fTernary S^-PCM 
}SNH(Q,)=45db PRF=40Kc/s

{Binary 
. • j

S^-PCM PHF *
40 Kc/s.

JH informa­
t io n  rate 
5 in Kbit/sec

1 B
jbandwidth 
I in Kc/s.

I 1
1 6 1
1 ^  I

I
H 4

I

B

1 ?
V’lJiu.0. 63.2 20 13.8 40 20 15.81

tJ 40 28 40 40 31.62

■k! A1. _ «■ ft 80 48.7 40 80 55.72

:3-tone FSK. Tf 80 55.4 40 80 39.0

3-tone FSK. If 120 39.2 - - -

Jr'iv: T tt 40 7.26 40 40 8.13

5 . 4 . 3 .  COMMUNICATION BgFIOISKOY.

It has been shown that the Fower efficiency defines the 

minimum power requirement of a transmitter signalling In a particular 

bandwidth and with a definite information rate, and that it does not 

indicate the ideal rate which could be achieved for the same power 

etc. The communication efficiency to be considered here gives an 

idea of the departure of the actual system from the theoretically 

possible rate of information. The information rate has been defined

by Shannon as

H = B logg (1 + Si/Ni) . . .  (5.36)
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-•’here H = information rate in bits/sec,

B = Bandwidth in c/s .

£i/H^ = signal to noise ratio in the bandwidth B.

In a particular radio communication system transmitting in 

a bandwidth of B c/s , there will be a certain amount of power (Pr ) 

?t the input of the receiver, and if the noise power spectral 

density is e  , the noise power at the input to the receiver will 

be . The signal to noise ratio is

S jl/ N z - Pt /  e* &

',’ith this SNH, the ideal information rate in bandwidth B is given 

by e c .(5 .3 6 ) . However, at the output of the detector, a certain 

signal to noise ratio will be obtained (refer to the curves in 

Section 5.1) in a bandwidth of \Vm c/s , where Wm is the message 

bandwidth. The information rate in the message bandwidth Wm is 

given by

^  logg (1 + So/No)

v!here S 0/H 0 = post detector output SNR.

It is expected that the same information rate as at the 

input of the detector will be obtained at the output also i .e . ,

Hv = H for an ideal communication system 

or YTjjj logg (1 + S q/N o ) - B logg (1 + 2^/1^)

In actual communication systems, 1%, « H .  If  the communication
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eyf-tem has to have the same information rate as the ideal system, 

the £NR in the bandwidth ¥m has to be increased, so that, with this 

increased (S0/N 0) , the new information rate is equal to H. This 

means that, in the actual system the received power Pr is to be 

increased to Pr f . In other words, the transmitted power is increased, 

and because the output SNR depends upon the input SNR, the amount of 

oower increase is such that,

% ’ = Wm logg ( 1 +  (S0/N 0)M  = H. . . .  (5 .3 7 ).

\ communication efficiency ( ) could therefore be defined as the 

ratio of transmitter power required in an ideal system to the trans­

mitter power recuired in an actual system. The information rate in 

bits/second, and the noise spectral density are assumed to be the 

same in both cases.

33
Therefore, according to Wright et al,

Received power in an ideal system

Received power required in an actual 
system for the same information rate.

To compute the values of , eq. (5.37) can be written

y  . . . ( 5 . 3 8 ) .

or ( S o | w 0)  =  ^

where V  - BA 'm •

How, if it is a s s u m e d  that the input SNR is S j_ /N j_ ,  then in an ideal 

system the o u t p u t  SNR will be as given by eq .(5 .38 ) and will be 

[(bo/N0 ) B u t  in an actual system, this output SNR [ (S 0/N 0) ’] can
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only be obtained if the signal power is increased, so that the 

new input SNR is (Sj_/Nj_)*. For the same information rate H,

therefore ,

yj = t&eAL

L  J  A c t u A U

sample calculation far a Binary S0,-PCM-AM system will be shown 

here. At a 40 Kc/s P3F, the bandwidth for amplitude modulated 

signal is 40 Kc/s. The input SNR is chosen as 14 db, Wm * 4 Kc/s, 

and therefore from e q .(38).

(S0/K 0 ) » = (1 + 25 .16 )10 - 1 = 141.69 db.

An Slip, of 141.69 db in the message bandwidth of 4 Kc/s will there­

fore have the same information rate as the ideal system. Next, 

from the actual system curves given in Section 5.1 (F ig .5.4) 

relating the input and output SliR, (& i /N i )f to give an output 

Cvi-Iri of 141,69 db is estimated as +22.63 db. This is obtained by 

extrapolating the given SNR curve for large values by using the 

equation,

(So/ilo)’ * 70 + 15 [(Si/Hj.) ‘ - 17,85]

Therefore, the same information rate as an ideal system, with 

input SNR of 14 db, is obtained if the signal power is increased, 

no that, the input SIIjx in the actual system is 22.63 db. The 

communication efficiency is

y[ = -22.63 + 14 = -8.63 db.

Similar calculations of have been made for the Binary SQ,-PCM 

and Ternary SQ,-PGM-AM, -IM, -FSK, -PM and video transmission
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systems. The curves of efficiency with the input SHR are plotted 

in i ig .5 .1 7 , for the Ternary, and in F ig .5 .18 , for the Binary 

..ystems. The SQ,-PCM-FM has the lowest ^  , and the video transmi­

ssion and PM have the highest. The communication efficiency as 

aefined and calculated above gives an account of the departure of 

 ̂ system from the ideal in terms of information transmission.

5 .5 . &ULTIPLSXIKG OF SQ-PGM SIGNALS.
11 ■ i—— .. . ----  - ----  ... •» - - - - - - ■ —  — --- _

Multichannel time-division multiplexing of SQ,-PCM is feasible. 

Tivo alternative schemes have been proposed and shown in Fig. (5,19) 

ana (5 .2 0 ) . In scheme No.l (Fig .5.19) , each speech channel is 

parsed through a low-pass filter and compressor to the sampler, 

and the 2 or 3 level quantizer (depending on whether a Binary or 

a Ternary system) issued. The quantizer is the only common 

equipment. The feedback loop of each channel is completed by 

gating the transmitter pulses with the channel pulses and Integra- 

ting the lengthened pulses. The compressor will be of the syllabic 

type as it is directly acting on the speech, It requires a smaller 

bandwidth, to the extent that, it requires a bandwidth not larger 

than the. message bandwidth. At the receiver, after the slicer, 

each channel is gated out and the message recovered as usual.

In scheme No.2 (Fig .5 .2 0 ) , the speech signals in each 

channel are filtered and sequentially sampled at 8 Kc/s rate. The 

output, thus obtained, is added in an adder circuit, and passed 

through a compressor which is followed by a sinx/x filter. Ideally, 

the output of the filter will be a complex signal of bandwidth m
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’■'“'•here m Is the number of speech channels being multiplexed, and 

■•a x '- -̂le bandwidth of one channel ( /  being less than 4 K c /s ).

This signal is now processed by the SQ-PCM system using a sampling 

rate of mfr , where f r is the PRF used for a single channel. The 

compressor, because it acts on the instantaneous amplitudes of 

tha pulses, is of the instantaneous type. At the receiver, the 

pulses are passed through a slicer circuit and then through an 

integrator followed by a sampler. The sampling frequency is mfr> 

as before. The output of the sampler is expanded by an instantaneous 

panel or. The m channels are separated by the m gates a n d  then 

p^-sed through a low pass filter  to recover the message signal.

In any multiplexing scheme, the numbe r of common equipment 

should be as large as possible ana scheme N o .l  suffers on this 

count. The proposed scheme H o .2, however, uses quite a large 

amount of common equipment and therefore should have almost the 

same performance as the multichannel, TDM In the AQ,~PCM.

5 .6 .  SUMIviAHY Aim ulSCUSSlOK.

The purpose of this Chapter has been to assess the trans­

mission characteristics of the SQ-PGM pulses. It  is seen that 

for the video transmission limited by the peak power, the input 

£xv'ri for a 45 db output SHR is 18 .2  db for the Ternary system and

18 .7  db for the Binary system. More often than not, the average 

power of the transmitter is the limiting factor, and then, the 

input Si'JR is 1 6 .4  db for the Ternary and 15 .7  db for the Binary 

system for the same S 0/N 0 . Bipolar transmission of the Binary 

Dulses reduces the Si/H * further to 12.7 db for the same S 0/N q.
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,.t a 40 Kc/s PRF, both the systems require a minimum of 20 Kc/s 

b .nr.'idth for transmission. RF modulation of the pulses with AM, 

i. j. c;.nd PM has been considered. In AM, on the peak power basis, the 

input Sj_/rlj_ for a 45 db S0/bl0 is the same as the video case (peak 

power). In FM, FSK and PM, the input S i / %  is 15 .85  db, 12 .2  db 

sna 10 .6  db, respectively for the Ternary; 15 .2  d b , 12 .4  db and

9 .7  db, respectively for the Binary system (the S 0/N 0 in each 

case being 45 d b ) . The bandwidth for the FM is twice that of AM, 

for the FSK thrice that of AM and for PM equal to AM in the Ternary 

, and the same relationship holds in the Binary case also, 

except that the bandwidth of the FSK is twice that of M I. The 

coding efficiency of the Ternary system is slightly better than 

that of the Binary system. The power efficiency, , and the 

coinn;imication efficiency, , for the different transmission 

schemes has been worked out showing that the Ternary system is 

more efficient than the Binary system.

The transmission scheme to be used should naturally be the 

most e ffic ien t , i .e .  it must be able to communicate in the least 

bandwidth with minimum Power. In most of the cases an effort to 

decrease the power requirement results in an increase in the band­

width. The efficiencies |3 and both give an idea of this 

power and bandwidth balance. The ft gives the power required in 

a certain b a n d w id t h  for a particular quality of transmission, and 

describes the quality of transmission if the system was ideal. 

It would seem therefore, that would give a more comprehensive 

picture of the situation.
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The efficiency of the Bipolar AM, better called. PM, is the 

highest, because it has the same bandwidth as the AM but requires 

i' db less power. The type of detector used in I’M gives rise to 

two different efficiencies, and it is seen that the tuned filter- 

difference circuit type of detection is more efficient than the 

simple discriminator type. But the and ^  of the EM is less 

than that of the PM because the bandwidth requirement is more, 

ana due to this alone, it is less efficient than AM. The video 

transmission has been assumed to have the Nyquist bandwidth of 

f but in most of the practical cases, the bandwidth used, is 

3 / 4  f , and Mil bandwidth is 3 /2  f r .
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GHiiPTiiR VI.

COMPARISON OF SO.-PQM WITH OTHER SYSTIuMS.

b .«0 •

The theory and performance of the SQ,-PCM systems have been 

discussed in the previous Chapters, I I ,  I I I ,  IV and V. It would 

hp interesting, therefore, to compare their performance with othe 

cooed pulse modulation systems - notable among them being the

A - , and A-2M systems. A broad outline of the prin 

d o l e s  of operation underlying all the coded pulse modulation 

systems has been given in Section 2 .0 . It is seen there that 

the basic mechanism of the systems is the same, and only the 

details of coding and the ouantization process d iffer . Them  

are two bases of comparison of the performance of these systems, 

one being the coding characteristics, and the other being the 

transmission characteristics.

The coding characteristics really determine the quality 

of approximation of the input signals, and therefore, form the 

basic core of any system. A comparison of the coding characteris 

tics will include a comparison of the SNR(Q,) obtained for a 

variation of input signal level, SNR(^) obtained for a variation 

of the signal frequency, SNR(Q,) variation with PRF, and the input 

output voltage linearity in the systems. The dynamic range of 

input of all the systems is small and for cotoplex signals, like
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speech, the SN-R(Q,) wlll.be quite small for weak signals. A com­

pandor is used to increase the dynamic range, and the advantage 

obtained in practice forms another important comparison between 

the systems.

A communication system, properly utilized , should transmit 

ensembles of functions, and not certain special signals such as a 

pure sine wave only, as has been pointed out by Shannon. A speech 

signal, or a band limited noise signal, w ill be one such ensemble 

of functions. The transmission of such continuous signals with 

the help of the systems under consideration can only be done within 

a certain accuracy. This leads to the question of the quality of 

transmission, ana the effect of the channel noise etc. on the 

systems. As defined in Section 5 .4 ,  the coding efficiency, the 

power efficiency and the communication efficiency are also impor­

tant bases of comparison.

The pulses of the Sq-PCM systems, like those of the AQ-PCM 

system, are capable of being repeatored and the transmission is 

pynchronous. The coding is such that the repeater or the distant 

end receiver is r e q u i r e d  to make only a distinction between a 

pulse and no pulse. As long as the noise in the channel is below 

a certain threshold, the synchronous transmission will give a 

correct identification of the pulses at the repeater stations, 

and moderately small transmitter power could be used in a reliable 

communication link* Multiplexing of many channels of messages can 

be done by the two methods indicated in Section 5 .5 .  Out of the 

two schemes s u g g e s t e d  there for the SQ-PCM-TDM, the first scheme 

clearly r e q u i r e s  too much equipment for any satisfactory solution
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Di iflultiplexing large number of channels. The second scheme, 

which uses a common compandor and coder, is similar to the multi­

plexing scheice of the AQ,-PCM system (Appendix A) , and w ill be more 

f u I table as far as economy of equipment is concerned.

The stability of the Ternary SQ,-PCM system has been given 

in section 3 .1 .2 ,  and the system has been shown to be fairly  insen­

sitive to the variation of the reference voltages in the quantizer 

and other such voltage variations. It is seen that even if one of 

the quantizers stops functioning, the systems becomes a Binary 

~,~PGM system and continues to be useful. For all the parameters, 

thp effect of whose drift has been experimentally determined, the 

Ternary 5Q,-PGM system is very stable and the minimum SNR under any

- uoh large variations is 32 db at a PRF of 40 Kc/s . The stability 

of the Binary SQ,-PCM system against the drift of the reference 

voltage is also good for small voltage variations. The SNR(^) in 

the Ternary SQ^-PCM system'deteriorates by less than one db for 

reference voltage variation of about 1 $ . (F ig .3 .3 4 ) .  The regulation 

of the power supplies providing the reference bias is certainly 

better than this. Referring to Appendix A , it is seen that in the 

oractical AQ-PCM system, the noise uncertainty in the coder, of as 

large a magnitude as the size of one quantum step, results in a de­

terioration of SNft(Q) by only 3 db. Otherwise, for normal opera­

tions, the SNR impairment due to the noise in the coder is less 

than one db.

Section 6 .1  deals with the comparison of the coding charac­

teristics of the different systems, Section 6 .2  deals with the 

transmission characteristics of the different systems. Section 6 .3
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pives a comparison of the coding, power, and communication e f f i ­

ciencies of the systems, and Section 6 .4  gives a summary of all the 

comparisons.

6 .1 .0 .  CODING CHARACTERISTICS.

To estimate the relative qualities of the processed signal, 

t!v? Ternary 8Q,-PCM, Binary SQ,-PCM, AQ.-PCM, 4-M ana A-XM systems 

are compared on the basis of SNR(Q,) obtained for the sinusoidal,

Fi 'ind the noise signals. As has been explained earlier in Sec­

tion 4 .3 ,  the Ternary SQ.-PCM system at 40 Kc/s PRF w ill be compared 

vdth the 7-digit AQ,-PCM system (an equivalent PRF of 60 Kc/s) , and 

the Binary Sq-PCM system at 40 Kc/s PRF w ill be compared with the 

6-digit AQrPCM system of an equivalent PHF of 50 Kc/s . The results 

of the A-M and A-XM , which are chosen here for comparison, 

are at 60 Kc/s PHF*

The variations of the SHR(Q,-> with different input signal 

levels for the different systems are shown in F ig .6 .1 . The 0 db 

level Is the full load sinusoidal input at 1 Kc/s signal frequency, 

and all inputs above this lead to a serious overloading distortion 

in a ll  systems. The peak SNR is 42 , 41 , 57 , 37 , 33 and 29 db, for 

the AQ.-PCM (60 Kc/s PRF), Ternary So-PCM, Binary S^-PCM, AQ-PCM 

(50 Kc/s PRF), A-M and A-1M systems, respectively. The dynamic 

range of input, when the SNR is above 25 db and maximum input level 

below the overload, is 20 db for the A^-PCIw (60 Kc/s PRF) and the 

Ternary SQ-PCM system, and is 15 db and 12 .5  db for the AQ.-PCM 

(50 Kc/s PRF) and the Binary SQ-PCM, respectively. The dynamic 

range for the A-M a n d  A-IM systems is 10 db and 7 db respectively.
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Ths v en atio n  of the SITH(^) with signal frequency in all the

systems is within 3 db at -5 db input level.

Pne gain characteristics vs. signal freouency for the diffe­

rent systems is shown in F ig .6 .2 . The output voltage vs. signal 

frequency curve is approximately flat for the A^-PCK, the Ternary

and the A - I M  systems. For the Binary SO-PCM system,

the output falls by about 5 db at 3 Kc/s signal frequency at an

input level of 0 db. At an input level of about -5 db, however,

toe frequency distortion is negligible. In the 4-M system, as

11
repartee by Zotterberg the output at 3 Kc/s falls by about 9 db 

af: conn a rad to 1 Kc/s signal. Actually the A-£f^ system achieves 

a flatter gain vs. frequency characteristics of the system at the 

cost of a lower SIJR, The frequency distortion in the A-fy system 

if. not 3 serious drawback for processing speech signals, as will 

be discussed later.

The variation of SNJrt( )̂ with PRF for the different systems 

is shovm in F i g ,6 .3 .  The improvement in SNH(Q) in the SQ,-PCM 

system is about 9 db/octave change of PRF, as in other Uni-digit 

systeins of A-M ana A-XM « In all these systems, the BNR(Q,) 

is proportional to (fr )3/ 2 (refer Appendix B and Section 2 .4 ) .

In the system, the improvement in SNR($) is exponential with

PHiF , and for a n digit system, the SNR(^) is (6n + 3) db (refer 

Appendix a ). This is one major advantage of the A^-PCK system, as 

larger increase in SNR can be obtained with a proportionately 

smaller increase in the PKF, although the circuitry for n = 8 ,

^ore, i? very complex. On the other hand, all the Uni-digit 

systems are very simple from the circuit point of view. The results
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for a complex signal input, like the FM signals and the band- 

1 .-united noise signals, have a similar character, except that the 

optimum is about 8 - 10 db below the full load sinusoidal

sig.nal. oxcept the A-M system, the input-output voltage linea­

rity is ouite good in all the systems under consideration. The 

Ternary -SĈ-PCIvi system (without feedback) has hot been included 

in the above comparison, because there the output voltage is not 

nroportional to the input (Section 3 .2 ) ,  and the SNR is poorer.

The system, however, is quite adequate for processing of some 

spec ini input signals like FM and narrow band signals, as has 

been dircu^sed in Section 3 .2 .0 .

(5 ,1.1.  TE.-I UYNiiMlC KANGS.

It has been shown that the dynamic range is small in all 

systems, and a compandor, either logarithmic or syllabic, should 

be used to extend this range. The syllabic compandor (Section 2 .5 ) 

is suitable only when few channels are required and each channel 

uses one compandor. When a large number of channels are to be 

multiplexed, a common instantaneous compressor and a common ins­

tantaneous expand or will result in economy in equipment. The 

-VPCK systems, both Ternary and the Binary, have been experimented 

with using an instantaneous compandor (Section 2 .5 ) ,  and the results 

are compared with the AO-PCM system (Appendix A) in F ig .6 .4 .  The 

dynamic range of input (with the partial compandor) is 40 db and 

35 db in the Ternary and the Binary SQ.-PCM, respectively. The 

best SiIR(£) is 32 db in the Ternary case and about 27.50 db in
v 4* «

the Binary case. This compares fairly  well with a dynamic range
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of 44 obtained for the AQ,-PCIf (50 K c /s ) , and 34 db obtained for 

the .-̂ -PGivl (50 K c /s ).. A linear compandor in the Ternary SQ.-PCM

at the 40 Kc/s PRF gives a dynamic range of 41 db, and the

' i-ec in the middle of the range is about 27 db as compared to the

50 db for the A^-PGM (60 Kc/s) system. So far , no results have

been reported for companding in A-M and A-ZM systems. The gain

r-hnmcteristicB with the signal frequency in A-M is almost similar

to the spectral density of speech and therefore, it has been felt

that for processing of speech signals, no special efforts for

4
recmcinp the frequency distorting are necessary. Either an over- 

r.’oiulatlon, or a syllabic compandor, has then to be used to handle 

the dynamic range of the input speech.

The Binary Sn-PCiv; system can use an instantaneous compandor 

to advantage, with of course a partial compression still left in 

the output of the system. The output of the system at the higher 

end of the signal frequency is compressed to about 8 db for an 

input change of 20 db (F ig .4 .1 6 ) .  This may not be a serious d if f i ­

culty for a commercial quality of speech signal. The attempts, to 

got a linear compandor for the Binary S^-PCM were not very success­

ful in general, probably because of the limited bandwidth of the 

whole rsystem. Speech tests with the partial compandor give good 

results, as expected, in both the Binary and the Ternary SQ,-PCM 

eyeterns.

Basically , the use of an instantaneous compandor in the 

A'VPCM system gives a nonlinear Quantization characteristic and 

the weak signals are processed with a good SNR(Q,). The quantizer
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ir. tlife x>.-irnary Sc-Pol* is just a three level quantizer with abrupt 

nonlineariti.es, but a? the sampling and coding is done at a much 

higher frequency, the compandor will allow the processing of weak 

signals at a higher £NE(q) , in a manner similar to the jkQ,-PCM 

t: set ion 2 .5 } . The compandor in any of these systems is a necessary 

naju.net be cause , inspite of giving a much poorer peak SNR than a 

noncompanded system, it allows for a large variation of speech 

■volumes at a constant CNR, as may be necessary in the commercial 

applications (where the talking volume of persons d iffers ).

^2 ANSMIS81ON CHARACTERISTICS.

The transmission of the pulses of the PGM and A-M systems 

could be effected by Video transmission or RF transmission, employ­

ing, among others, .Amplitude Modulation, Freciuency modulation and 

Phase modulation etc. The point of interest is the transmitted 

power necessary, with, a given channel capacity, for a desired 

output Sim. As the output quality attainable is limited by the 

original quantization noise introduced in the processing of the 

s ignal itse lf , SNK(C) required to produce this particular output 

1AA; will depend upon the system under consideration and the modu­

lation scheme used for transmission. The quality of transmission 

of the A-M and A - X M  systems will be similar, though poorer, 

as compared to the BquPCM system and therefore the results and the 

comparison for these systems could be obtained by extrapolating 

from those for the Binary S^-PCM system.

Considering the Video transmission firs t , the oNk (C) required

, ,  -f- 4~ \ U Uhe inm.it of the receiver for any desired SNR at the output of
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- h
receiver is eh own in F ig .6 .5 . The peak power of the trans­

mitter is generally the limiting factor, and the figure of 45 db 

:i r chosan as the maximum SNR(Q,) possible in the 'Ternary SO-PCM 

;t 40 Kg/s PRF. The bNH(G) is seen from the figure to be 18 .2  db. 

The h>FCM system (refer Appendix A) requires an 8NR(C) of 

1.".’ ^ '  ab  for the S0/hr0 of 45 db, and the Binary Sq,-PCM at 40 Kc/s 

requires an £Fk(C) of 18 .2  db for an output SNR of 40 db. 

■lowever, the l /O  pulses of AQ-PCM and Binary SQ.-PCM systems could 

converted to +1/-1 pulses, and the peak power reduced to one 

fourth for the same noise advantage. The peak and average power 

ore  the same now and are 6 db below the previous figure. For 

t-he Bipolar pulses input SNR of 12 ,4  and 12 .2  db, respectively,

If obtained for the required quality at the output. The average 

power in the Ternary system is , however, about 1 .7 8  db below the 

peak power, and therefore, on the average power basis, the SNR(C) 

is 16 .42  db for a 45 db output SNR. It is to be seen that the 

average power in the Ternary 30,-PCM system cannot be reduced 

further without lowering the two thresholds of slicing (Section 

5 .1 .1 ) .  Therefore, for the same slicing levels, or in other 

words, for the same channel noise, the Ternary SQ.-PCM system 

requires larger average signal power (4 .0  db approx.), as com­

pared to the Binary systems for a similar output SNR. This w ill 

mean that the channel capacity (per cycle of bandwidth) required 

for the transmission of the Ternary SQ-PCM system pulses will be 

more than that for the a/>P0M and Binary Sq-PCk system pulses.

The renuired channel capacity in bits/second., however, w ill be 

1 ower for the Ternary S$~PCK than for the AQ-PCM, because of the 

lesser bandwidth involved (20 Kc/s vs. 30 K c /s ).
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The video signalling by 1/0 pulses on cables has also the 

problem of low frequency and a .c .  transmission, and A aro fP  has 

s hown that, in A^-POKi systems, a conversion to Pseudo-Ternary 

pulses shifts the spectral energy at the very low frequencies to 

slightly higher frequencies (Appendix A ) , and thus avoids the use 

of costly transformers etc. The Ternary 30,-PCM here partly over­

comes this difficulty  and it is seen (Section 3 .1 .3 }  that the 

ride band energy contained around the fundamental and harmonics of 

the Piaf is quite large, so that the audio band spectrum can be 

easily suppressed. ^It is , however, not known definitely whether 

this technique will succeed because no experimentation has been 

done v/ith S-Q.-PCM transmission over any length of cable). Since 

statistically the number of positive and negative pulses are equal, 

the system^ is  more or less balanced and the ref ore intuitively it 

can be s-aid that the a .c . and low freqxiency transmission require­

ments of unbalanced 1 /0  pulses w ill not particularly apply here.

The Binary S^-PGM system can be converted to a Bipolar a Pseudo­

ternary system and all the relevant technique employed about AQ-PCM 

can be used there.

6 .2 ,1 .  iti1 MQiJULATlOI'I.

The pulses of Binary SQ,-PCM and the AQ,-PCK systems could 

be used to amplitude-modulate a carrier satisfactorily. No satis­

factory scheme could be proposed for the amplitude modulation of a 

carrier by the pulses of the Ternary. SC^-PCM system. A three level 

amplitude modulation though theoretically possible is not very 

attractive in practice, because the advantage of the on-off method
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of transmission is lost ana the required noise threshold will be 

rmall. J i g .6 . 5(b) shows the SNR(C) required at the input of the 

receiver of PCM-AM system for a desired output SNR. The SNR(C) 

in the Binary SQ,-PCM^AM system is 15 .2  db (at 40 Ko/s PRF) and 

in the AC,-PCM-AE (50 Kc/s) system, the SNR(C) required is 14 .9  db, 

for an output Sl'TR of 40 db in both the oases. The bandwidth 

required for the transmissions is twice the video bandwidth in 

all the cases*

The Frequency modulation, Frequency Shift Keying, and Phase 

modulation of a carrier by the pulses of these systems can be 

employed with advantage. The PCM-FM with a deviation ratio of 

unity has been chosen here for comparison and, if the receiver 

detector is a simple discriminator, it is known that the SNR(C) 

advantage (above the threshold) over AM is 4 .8  db only, and the 

bandwidth is twice the bandwidth of the AM. A wider deviation 

ratio w ill give a further improvement in the SNR(C) i .e .  a lesser 

i is required for the same S 0/N 0 , but at the cost of a band­

width larger than twice the AM bandwidth.

F ig .6 .6  shows the input SNR vs. output SNR in the PCM-FM 

systems. It is seen that the 40 Kc/s Ternary SQ,-?CM-FM system 

will require an S1IR(C) of 15 .85  db for an S 0/N 0 of 45 db, and the 

60 Ko/s A’V-POK system will require an SNR(G) of 14 .8  db for the 

fame 3 0/N 0 . The 40 Kc/s Binary SQ,~PCM~FM, and 50 Kc/s Aq,-PCM-pi 

system will require an SNR(G) of 14 .6  db and 14»2 dbj respectively, 

for the o u t D u t  SNR of 40 db. As shown m  Section 5 .2 .3 ,  the FM 

(JfcK) , using a decision circuit in the receiver requires a much
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SRR(C) for a particular S0/IT0 . The two-tone AQ,-PCM-FSK 

Kc/s PRF has an input SNR(C) of 12 .2  db for an output 

c,:.. :;f 45 db, and a three-tone Ternary SQ,-PCM-ESK at 40 Kc/s PRF 

alr-o has an input SNR(C) of 12 ,2  db for the same S0/N _ , as shown 

in A two-tone Ternary G^-PGM-FSK has, on the other hand,

tjn input &1®(G ) of 16 .4  db for the same S 0/N 0 . In the Binary 

Pp~PCM~PSR at 40 Kc/s PRF, and in the A^-PCM-FSK at 40 Kc/s PRF, 

t-:.e input SNH(G) is 13 db and 12 .7  db for the required S 0/l,T0 of 

40 a b , an shown in the F ig .6 .6 .

.i. phase modulation of the carrier by the PCM pulses will 

p-ive oven better performance in terms of the transmitted power 

no o.ary to get a particular S 0/N 0 at the output of the receiver. 

The Ternary S't-PCM-PM system at 40 Kc/s PRF requires an input

) of 10 .6  db only for an S 0/N 0 of 45 db, as seen in F ig .6 .6 , 

he A^-PCM-PM requires an input SKR(G) of 9 .5  db for the samef-1-

c 0/:i0 . The Binary S ,̂~PCM-PM at 40 Kc/s PRF requires an input 

..Ra iC) of 9 .2  db as seen from F ig .6 .6 ,  as compared to the AQ.-PCM-PM 

at 50 Kc/s PRF which, requires an input SNR(G) of 8 .9  db for the 

same C:0/ITQ of 40 db.

F i g .6 .7  shows the channel SHR required at the input to the 

receiver with the desired output SNR, for ths PCJu—.tilF modulated 

ryr:terns• The curves for S^-PCM-RF Modulation and A",-P0Jo-RF modu­

lation have been levelled off at the limiting values of the auan- 

tizing-noise already present in the system. As has been explained 

bef ore , there is no need for increasing the signal power further, 

greatest advantage of these methods of signal approximations 

■Os, therefore, in ths undisturbed and noise free transmission

hf-
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over the medium once the threshold SHR(C) is exceeded. For the 

me "sage signal - RF Modulation Scheme resulting in FM and AM, the 

input for satisfactory signalling in the presence of noise

is also shown in the figure (curve 4 ) .  It  is seen that the wide 

bariu h. u , with a deviation ratio of four or more, will require about 

15 db more power than the PCM-HF modulated systems. Similarly, the 

message signal - AM modulation (curve 5) will require about 30 db 

power than the PGM systems for a similar performance.r-. -yY-1

It is seen that Ternary and Binary SQ-POIv' systems require 

a slightly larger amount of power, as compared to the Aq,-PCM 

synterns, for a similar quality of transmission, but the bandwidth 

required for Sf^-PCM transmission is less in most of the cases, and 

therefore , another comparison of these systems is based on the 

efficiencies as discussed below.

6 .3 .0  ^FFIGI£iIGIES AKL BAND WIDTHS.

The coding efficiency, the power efficiency, and the ccmmuni- 

c-stion efficiency have been defined in Sections 5 .4 .1 ,  5 .4 .2  and 

5 .4 .3 ,  respectively. A comparison of the coding efficiencies of 

the Ternary SQ-PGM, the Binary SQ.-PCM, and the AQ-PCM is shown in 

F ig .6 . a . At information rates of below 50 K bits/sec . the S^-PCM 

systems are more efficient. The reason for this improvement with 

K is that, in the AQ.-PGM systems, the quantizing SHR improves very 

rapidly with an increase in the number of quantizing levels. This 

is also a reason why the coding efficiency for the S^-PCM system 

falls with higher information rate because, In the S3,-PGM systems 

the improvement in 52JR(Q,) with PRF is very slow. The coding
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efficiency of the Ternary E^-PCM system is better than the Binary 

system at a particular information rate.

5 .2 .1 .  POmSR EFFICIENCY.

The power efficiencies of the Ternary SQ-FCM-VIDEO, -AM,

-I’k , -FLK. and -PM at 40 Kc/s PRF, have been compared with the

corresponding Aq-PCM systems at 60 Kc/s PRF (Appendix A) in

Table 1 , (for the channel noise = quantizing noise). The lowest

figure of (a lower £ indicates a more efficient system) is

obtained for SQ,-PCM-PM, and is 7.26 compared to 8 .9  for A^-PCM-PM.

The unity-deviation-ratio-FM has the highest (J of 60 .4  for the

Â -POki- 3ystem. The power efficiency of the Ternary Sq~PCM

systems is better than those of the A^-PCM systems, mostly because

of lower bandwidths required for transmission (also indicated in

Table l ) .  For the ternary SQ-PCM, the, bandwidth required per

i?
bit ( = °( ) is much lower compared^that required by the AQ.-PCM

system.

The power efficiencies of the Binary S^-PCM-RF-modulated 

systems at 40 Kc/s PRF are compared with the A^-PCM-modulated 

systems at 50 Kc/s PRF in Table 2. The £ of the Sq-PCM is poorer 

than that of the AQ.-PCM system because,- the bandwidth required per 

bit being the same, the S^-PCM requires more transmitter power for 

the same communication function. The bandwidths required for 

different modulation schemes are also indicated in the Table 2.
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S 0/H 0 = 45 db.

TABLE. 1 .

I:!Die of Transmis
'  ~ T

si on. |Ternary 5Q,-PCM 
|PRF = 40 Kc/s .

~T ....... .................. .....  .............................................

JAQ,-PCM - 7 digit. 
JPRF = 60 Kc /s .

|Bandwidth 1 a 
fin K c /s . j y

IBandwidth 
lin Kc/s .

V Ij SO. 20 13 .8 30 17.34

40 28 60 34.67

1%. 80 48.7 120 60 .4

Two-tone FSK. 80 55.4 120 41.30

Three-tone FSK. 120 39.2 - -

P L . 40 7.26 60 8.91

TABLS 2.

ito!-?•o 40 db.

I.!’ode of Transmis
!

sion.(Binary Sq-PCM 
*PRF = 40 Kc /s .

lA^-PCM - 6 
JPRF « 50 Kc/s

digit .
*

1 Bandwidthi g 
5in K c /s . \ °

I Bandwidth 
(in  Kc/s.

i
I 'T

D

VliiSO. 20 15.81 25 14 .92

aL . 40 31 .62 50 29.85

FI/. 80 55 .72 100 50.24

T? C ■ y ■"
ojx. 80 39 .0 100 35 .98

PM, 40 8 .13 50 7.59
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As an example, the @ efficiency of Ternary Sq-PCM - 

Video being 1 3 .8 ,  is better than the Binary SQ-PCM-Video efficiency 

of 15 .81 . Similarly for other modulation methods and in general, 

therefore, the Ternary S^-PCM is more efficient than the Binary 

c:^-PCM and the equivalent AQ.-PCM.

6 .3 .2 .  COMvjWlCATlOH EFFICIENCY.

The communication efficiency of the different modulation 

schemes for the Ternary Sq,-PCM at 40 Kc/s PRF and for the 60 Kc/s 

P-LF A'i-PCM systems (Appendix A) is shown in F ig .6 .9 .  The of 

video transmission of the pulses is -2 db for the Ternary SQ,-PCM, 

with a channel SNR of 16 .4  db, and -3.8 db for the Aty-PCM system, 

with the same channel SNR, but the output SNR in the AQ,-PCM is 

about 55 db against only 45 db in the Ternary system. The 

communication efficiency is best for the phase modulation scheme 

a n d  poorest for the frequency modulation scheme. It is seen that 

from the efficiency view point, the frequency modulation of the 

Ternary Sq,-PCM pulses is much better than that of the AQ-PCM-M 

system. The two-tone FSK of the AQ.-PCM and three-tone FSK of the 

Ternary S^-PCM are equivalent in terms of communication efficiency.

In  F i g .6 .1 0 , the communication efficiency of the Binary 

S^-PCM-RF-modulated systems at 40 Kc/s PRF is compared with that 

of the AQ-PCM-modulated systems at 50 Kc/s PRF. Because of the 

smaller ratio of RF bandwidth to the message bandwidth, the )J 

of the Binary system is better than that for a similar A^-PCM
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system. As an example, for video transmission, the of the 

Binary is -3.1 db for an input SHR of 15.1 db, and is

-4 db for the A^-PCM system with the same input SNR. The commu­

nication effioiency of the Ternary SQ-PGM is better than that of 

the Binary SQ.-PCM system e .g . -2.3 db for the Ternary, and -3.1 db 

i. or the Binary video transmission (of course, for the same output 

of about 40 d b ) .

C * 4 . ■ SUI.dARY.

In summarising, the comparisons of the different coded 

pulse modulation systems, it can be said that the Ternary SQ-PCM 

p.t 40 Kc/s PRF has an equivalent performance to A^-PCM system 

at 60 Kc/s PRF, in almost all respects, e .g . ,  quantising noise, 

flatness of the gain vs. frequency curve, linearity of input- 

output voltage, the dynamic range etc. The improvement in the 

dynamic range due to companding is less in the Ternary SQ,-P0M, 

and the multiplexing of many channels is as complex, if not more. 

Th?. transmitted power required for transmission over either a 

video channel, or an RF channel is more in the Ternary S^-PCM 

system, but this is more than off set by tha advantage of using 

a lesser bandwidth. The net result being that power efficiency 

and communication efficiency of Sq,-PCM are superior to that of 

the a Q,-PCM system. From another point of view, perhaps the most 

important one, the Ternary S^-PCM has the great advantage of being 

very simple in circuitry. The coding and quantizing circuit, 

which can be made common for multiplexing, employs very few circu­

its and components, and is very stable against voltage variations 

in the quantizer and sampler circuits. It has been shown that
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even In the extreme case when one of the quantizers is not working, 

ths  circuit only degenerates into a system similar to the Binary 

El7,-PCIv'i. Small variations like 1$ change of the reference bias 

voltage, has a negligible effect. In the A^-PCM coder, however, 

a noise uncertainty equal to one quantizing step results in a 

L'lIR deterioration of 3 db.

The Binary SQ-PCM system at 40 Kc/s PRF is similarly 

equivalent to the AQ,-PCM system at 50 Kc/s PRF, and to theA-M 

system at 60 Kc/s PRF. The advantage of the Binary SQ.-PCM 

system over A-M is the comparative flatness of the gain vs. 

frequency characteristics and of course, a better SNR at much 

lower PRF. The achieves an even better frequency response

than the Binary Sq,-PCM, but unfortunately the quantizing SNR is 

much poorer. The partial companding of the Binary S0„-PCM has 

been successfully tried, but no results are available regarding 

the companding of A-M and A-XM for comparison. The power 

efficiency of the Binary SQ,-?CM-RF transmission is poorer but 

the communication efficiency is better than those of the similar 

a^-PCM system. The stability of the Binary S^-PCM system is not 

as good as that of the Ternary system, but the small variations 

of bias in the quantizer circuit do not effect the performance 

to any appreciable degree.
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0 0 H G L U S I O H S .

7 ® 0 o Oji, ~. ̂ «

In view of the limitations of the existing methods of 

analogue-to-digital conversions and digital signal transmissions, 

the author has tried to develop-.some simple methods of signal 

c*ocling using Ternary and Binary pulses, resulting in Ternary and 

Binary r.o-PCM. systems. The coding and transmission characteris­

tics of the systems have been examined in detail, and the superio­

rity of the ternary coding over the binary has been established. 

The Ternary SQ,-PCM system shows: great promise, not only because 

it is more ef f ic ie n t / but also because it is very simple. Appli­

cation of a similar technique results in an improved Binary system 

also. The discussion and the results presented in the foregoing 

chapters show that the performances of the Binary SQ,-PCi!i Is better 

than or equal to those of sA-PCM, A-M and A-XH for an useful 

range of PRF. The ..Sq,-PCM systems are suitable for applications 

in speech communication, digital computers, hybrid computers, 

digitalised  feedback .systems, telemetry, electronic exchanges, 

and. such other digital systems. In the present chapter the 

salient features of the SQ-PCM systems, along with their possible 

applications and the' scope of. future work are briefly discussed.

7 .1 . SALIENT FEATURE OF-THE S3-PCM SYSTEMS.

The coding of Ternary and Binary Sq,-PCK has been d e v e l o p e d
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b" utilising the quantization of signal slopes, a.method similar 

to the enual-slope approximation used in Network synthesis. The 

straig.ht-f or ward three-level quantization of. signal slopes results 

In » compressed output at the receiver, but for aP-partioular input 

l e v e l ,  the output SNR is found to be quite acceptable. The quality 

of this approximation improves considerably, giving higher SNR and 

dpuauiic range, if a suitable feedback from the output to the input 

uned and the difference signal is quantized. The two thresholds 

ase-'i ^or the Ternary coding, together with the negative feedback, 

ciriimine the errors in the approximation. The circuit developed 

if. vevy simple, high overload tolerance and is sufficiently stable 

against drifts of the reference and: bias voltage0 . The two-level 

ouantization of signal slopes also gives a fairly  improved perfor­

mance as compared to other similar.‘digital systems. The improvement 

Is attributed to (i) the particular ^exponentially decaying impulse 

:‘esnonpe of the feedback network, and ( ii)  the use. of threshold in 

tte qua ntizer-c amp ar at or circuit. Instantaneous .companding has 

b e e n  successfully used to extend the dynamic range of the input 

for both the Ternary and the Binary'systems. ■; As ^sufficiently high 

’ r are obtained at lower PRF 's , smaller bandwidths will be requi­

red  for RF transmission. Since the bandwidths are small, the power 

«nc: communication efficiencies are:': high.

A Quantitative critical evaluation of, the, S^-PCM systems 

with reference to other digital systems is given in Table I  and I I .  

Table 1 gives a broad summary of the coding characteristics of the 

Ternary nQ,-PCi5J (with and-without feedback at a PRF of 40 K c /s ),
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Binary S^-PCM (PHF 40 K c /s ) , nn-VGM (7-digit and 6-digit), A-M 

(rriF 60 iic/s) and A-Z-H (PRF 60 Kc/s) systems. It is seen that 

the optimum SNR of the Ternary with feedback is comparable to 

the 7-digit AQ.-PCM and higher than that of all the other systems. 

The Binary Sq,-PGM has a higher optimum SNR than those of the A-M 

and A-lNj systems, and is equivalent to the 6-digit AQ-PCM system. 

The dynamic range and the extension of the dynamic range by the 

instantaneous compandor follow the same general pattern. The 

Ternary system (without feedback) has a compressed output but 

has a good optimum SNR and dynamic range which w ill be useful in 

some particular applications. The input-output voltage relation 

is linear in a ll  cases, except in A-M  . The optimum SNR falls 

at the higher fm in Ternary and Binary SQ,-PCM and A-M systems. 

However, in the SQ.-PCM system the SNR is constant with fm at a 

rlightly lower input level of -5 db. The output is almost cons­

tant at all fm in the SQ.-PCM, AQ.-PCM and A-ZM systems but falls 

in A-M system at the rate of 6 ab/octave change of fm.

In fa ct , instead of making point by point comparison of 

these systems for different fm, a very good picture of the perfor­

mance of a system can be obtained by comparing the results for a 

most general input signal e .g . ,  noise signal. The noise signal 

test on the Ternary SQ.-PCM at 40 Kc/s PRF, gives an SNR of 32 db, 

as against the SNR of 33 - 34 db in the 7-digit AQ-PCM system.

The Binary SQ.-PCM, at 40 Kc/s^PRF, has an SNR of 27 db, as 

compared to the SNR’ s of 28 , 24 ana 20 db, obtained in the case 

of 6-dicit AQ.-PCM, A-M ana A-XM , respectively. The judgement
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of the speech, duality has also been made on the same basis, as 

-i system with Noise-Signal-SI'TR of above 30 db will give excellent 

results in speech reproduction.

Table I I  deals with the transmission characteristics 

the oQ,-PGIvi and Â -PGlv! systems. In general, the results of 

the coding characteristics of the A-M and A-XM (at 60 Kc/s PRF) 

nrc- similar, though poorer than those of the Binary Sq-PGM 

SiCS 40 Kc/s) system, and therefore, their transmission characte­

rs sties w ill be similar, but poorer. In view of this, the trans­

mission characteristics of the A-M and' A-XM are not discussed 

here. In the S0„-PG!vI systems, the information is coded into 

occurrence and nonoccurrence of pulses and a number of channels 

can be multiplexed on the time-division basis. The TDM pulses 

can be transmitted by lines or coaxial cables, reconstructed 

completely at each repeater, and the final signal at the receiver 

ic. almost unaffected by channel noise, if an SNK(C) of about 

20 db at the input of the receiver is maintained. The transmi­

ssion over radio medium has to be necessarily in U .H .F . and Micro­

wave region as the bandwidth of the £Q,-PGM output will be fairly 

large. An wideband modulation scheme, such as SQ,-PCM-FI«1 or 

C^-PCM-PM w ill have an additional noise suppressing property.

a s  the Ternary transmission consists of 3 levels, the 

receiver w ill  hgve to have two threshold circuits to distinguish 

between +1 and 0 , and -1 ana 0 levels. The channel noise will 

have an adverse effect , ana compared to the Binary system, this 

system w ill be more disturbed by channel noise bursts. However,
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T A B L E  II

T R A N S M I S S I O N  C H A R A C T E  R S T  ICS

I R M T E M S 5 I O N  
6 Y 5 T E M  . - S C H E M E S
P A R A M E T E R S  ,

t e r n a r y

S S - P c m
w i t h  FEEDBACk
P RF  40 he/.'

BI NARY
A S -  PCM 
7  O I G I T  

P R F  60 Kc/s

B I N A R Y  
6 S  - PCM

RP\F 4 0  Kc/s

B I N A R Y
A Q  - PCM 
6 DIGIT.
P R F  50 Kc/s

C O Q I K Q  F . F R C F V  " 0 - 5 9 O ' 7 4 O’ 7 6 0 ' 7 0

I N P U T  A N R  R E Q U I R E D  AT  
T H F  RE CE I V E R F O R  AN  
O U T P U T  S N R  Up -T- ii 

,K  Th~ C A S n OF

V I D E O
P E A K
P O W E R

1 0 - 2 1 0 - 4 1 0 - 2 1 7 - e

- A M 1 6 - 4 | 5 ' 4  ■ 1 5 ‘ 2 I 4 -  8

T  t E N  AR'i T. - PC Ni ' 1 - DIGIT
A E  - ECI V,  A N D  O U T P U T

- F M ( 5 - 8 . K ' 8 1 4 5 ! 4 - 2

5 N R  0r 4 0  db 
>N T H E  C A S E  OF 

l5'.MAP> 5 Q -  PCM / 6 D I G I T  
A Q  -  PC M 5 Y 5 T E M ;

T h e  f i g u r e s  A T E  I N db

- F 5 K 1 3 ’ 2 1 3 - 2 I 3 ' 0 <2 ' 7

- P M I 0 '  6 9‘5 3 '  2 0 ‘9

V I D E O i 3  a U - 3 2 1 5 - e i 1 7 - 3 4

- A M 2 0 2 9 - 0 5 3 1 - 6 2 3 ^ 6 7

P C W L R  E F F I C I E N C Y

( P )

~  F M 4 0 ’ 7 5 0 - 2 4 5 5 - 7 4 6 0 ' 4

- F 5 K 3 9 ‘ 2 3 6 '  0 3 9 0 4 1 - 3 0

- 7 - 2 6 7 - 5 0 8 M 3 8 - 9

C O M M U N I C A T I O N
V I D E O ~ 4 - 4 -3-1 - 4 - 2

E F i - i c i E N C Y  ( r] )  F O R  
O U T P U T  S N R  O F  4 5  d b  
IN T E R N A R Y  5 Q - P C M / T  DIQ1T 

A & - P C M :  A N D  4 0  db 

I N B I N A R Y  i Q - P C M / 6 D ! G i T

- A M - 1 3 - 5 -12 - 7 - 2 - 1 0  '5

- F M - 1 9 -27-0 - 1 7 8 -22-2

A S -  P C M  6 Y 5 T F M  
T H E  F I G U R E S  A R E

- R 5 K -20 -20 -13 -1&3

I N  d b .

- P M
- 3 6 -6 -3'S v -  5

fc -  AM I N D I C A T E S  T H E  M O D U L A T I O N  SCHEME e  j -  A . S _ P C M - A : M  OR  5 S - P C M -  FSK
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the effect on the signal built up, by the erroneous decoding 

uiv3 to the noise burst, is much less here than that in the 

'Sin^ry AO,-PCM v On a proper evaluation, therefore s the required 

Input SNR here would be similar + n that of the 7-digit A^-PGM 

pvstoin. The Ternary sys-tem is better adapted to an I’M or PM 

wideband modulation scheme, and either a 3-tone FSK or a PM will 

-;e mi Ire the least power for satisfactory transmission.

The power efficiency of the Ternary SQ.-PCM (Video or EF 

modulation' is higher than that of the 7-digit Binary A^-PCM 

.ppstem, because of a.sm aller. bandwidth necessary for signalling. 

The power efficiency of the S^-PCM-PM is highest, again because 

of th?' lower SITR(C) and smaller bandwidth than those of the other 

rv'ctc;r;,?. The communication efficiencies of the Ternary and the 

binary SO-PCM-Video or1 RF modulation: scheme s are higher than 

those of the 7-digit and 6 -digit AO,-PCM systems respectively.

The communication efficiency of the Ternary So,-PCM-Video trans­

mission is the highest. -

The Sq,-PCM systems1 have some important limitations also.

First of a l l , the .■ imp rove me nf in SNR .with an increase of PRF is

very slow, being at best about 9 db/octave. By using a double

integrator in the feedback loop, it is possible to increase the

f?mount of improvement - in SNit to 15:. db per octave change of PEfc.

However, the systems* performance with double integration has been

found to be inferior to that of the system using only a single
34.

integration (for the PRF’ s of 40 - 60 K c /s ) . Deb art has shown
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that a system with multiple integration does not improve the 

m.i or mat I on capacity; it offers, however, advantages in recons­

truction of the signal.

secondly, the coding efficiency of the Ternary 3q,-PCM 

‘ T-tem I p lower than that of the Binary systems. This is mostly 

because ths PRF being the same, the actual information rate, H,

In ■- Ternary system is much higher than that in the Binary system. 

r'cv’ever, as the coding efficiency of S^-PCM is higher than that 

of A^-PCU at lower PRF*s , a 2-digit coding, instead of the Uni- 

djpit coding, would improve the overall efficiency , and the 

improvement per octave change of PRF would also be better. The 

coainf- technique for Ternary, developed so far, has proved to be 

superior to those of the Binary systems in many respects but 

there is st ill  scope for further improvements in obtaining higher 

cod: ng efficiency .

Thirdly, more transmitter power is required for the trans­

mission of Ternary signals. Fortunately, this is more than 

offset by the smaller bandwidth necessary for signalling ana 

hence , the power and communication efficiencies are high. The 

ease of generating the ternary code, combined with satisfactory 

results for the coding ana transmission characteristics, make 

the Ternary SQ.-PGM system very suitable for all digital applica­

tions. The Binary SQ.-PCM also will be more useful than such 

other Binary systems.
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7 .S. ■ £-OMJ APPLICATIONS OF S£-PCM»

The SQ,-*PGIsi system may be employed with profit either, as 

a r:3gRs of communication or, in analogue to digital conversion 

■-oh ernes. Since the basic circuits are simple, a n d  the coding and 

remission characteristics are comparable to other digital sys­

tems, the applications of the Ternary S^-PCK can be foreseen in 

■ill situations where digital signal processing is advantageous.

: first and foremost application of these systems is in speech 

cr-r.:;:unicotion either, through coaxial cables or, by wideband 

mo-.-iulat.ion schemes. An. useful dynamic range of approximately 40 db 

a tic on Si\rR of about 30 db is normally quite adequate for speech 

transmission and the SQ,-PCK has been shown to provide these with 

reasonable bandwidth requirements.

ag video signal transmission over ordinary telephone wires 

ie oossible, the SQ,-PGM could be used in integrated electronic 

exchanges, where it is advantageous to use the same digital method 

for both the speech transmission and control switching. Thus, the 

advantages of using coded signals as well as of introducing elec­

tronics into telephone switching would be obtained in the form of 

reduction in the volume of equipment, greater reliability , lesser 

distortion in signals and increased flexibility  of operation. Also, 

existing junction routes between exchanges can use digital techni­

ques because a TDM SQ,-PCM w ill extend the transmission capacity of 

the conventional paths. The repeaters would be simple and can be 

conveniently located. Most of the schemes proposed for the integra-
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tea electronic exchanged , have concentrators for every 150-200 

subscribers and the output of these concentrators is coded with 

.i'-rU/.. ITo change is made in the subscribers set, and all the 

processing to the digital form is confined to the concentrators, 

r e a v e r , a transistorised version of the Sq,-PCM coder can be made 

sn-all enough to be pieced in the subscriber’ s telephone equipment 

so that the signals emanating from the subscriber will be in the

• ; igital form. The advantage of any such scheme will be the homo- 

"-neIty of the techniques used in modulators, demodulators, control 

and supervision circuits, regenerators and channel dropping equip­

ment e tc ., as all signals w ill be in the digital form.

Speech information appearing as a series of ternary or 

M nory pulses can take advantage of all facilities offered by 

digital information handling techniques, e .g . ,  analysis, memori­

sing, ciphering and correlation etc. As a result, this digitali- 

sed speech information could be sent in a lesser bandwidth by 

using a technique known as Coding downwards, a 95> intelligible 

speech may be obtained by an S^-PCM system working at, say, a PRF 

of 10 Kc/s only, and if  the groups of 5 (or more) pulses are 

converted with a ternary code to PAM pulses of much lower PRF of, 

say, 2 K c /s , then the filtered wave will have a bandwidth of 

1 Fc/s only for the original 3 Kc/s signal bandwidth. In the 

receiver, if the complementary functions are performed, then the 

message signal would be of a much better quality than that obtai­

ned by other band-compressing methods for the same compression 

ratio. A lternately , the multiplexed S^-PGE pulses may be grouped
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tor ether to form the PAM pulses and transmitted in a reduced video 

V:on>width. The penalty for this compression by coding downwards 

vould be such that, an EHR of about 40 db in the transmission 

r I u m  would be required for efficient transmission of the 100 

1 PAM pulses.

The digitalised speech information may also be transmitted 

v.iu'- lesser power, than that reouired in the usual systems, by 

u-' np  a technique similar to the Datel4 . In such a digital adap­

tive technique, the average pulse rate is  reduced to 1 /5  of the 

vnlent A-H and efficient voice communication may be obtained

— th an average of 3500 pulses/sec. only. Using Sq-PCM, this 

compound coding would be more efficient, ana only about 2000 

pulses/sec . need be transmitted.

For the processing of wideband signals, e .g . ,  Television 

signals, the equivalent PRF required by Ternary Ŝ -PCIvi w ill be 

-uite low as compared to that of all other systems, Inosi has 

shown that for a TV of 3 .5  Mc/s video-signal bandwidth, a PRF 

of 30 Uc/s is sufficient for a fairly good reproduction using 

A-XM coding, where the effective SNR is about 20 db only. The 

Tf-'-n-ry Ŝ -PCTvl system has an SNR of 25 - 30 db for 3 .5  Mc/s 

message band at a PRF of 20 Kc/s only, and by extrapolating these 

results , it can be said that a PRF of 20 Mc/s would be more than 

adequate for reproducing fairly good TV pictures. In fact, it is 

expected that a PRF of 15 Mc/s only w ill give quite meaningful 

results. The Binary SQ.-PCIT system will process the same quality 

of TV signals at a PRF of 20 Mc/s only.
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Sn-PCM systems w ill have wide applications in telemetry 

other analogue-to-digital conversion applications, particular- 

:.--o in the industrial digital feedback-control systems and 

ria computers. Information about the state of a process is, 

rivarily, in the form of electrical signals from transducers 

urin.fr pressure, temperature, displacement, acceleration, and 

on. For digital automation, data handling, switching, comput- 

, and other operations that are most readily carried out in a 

:o or digital form, it is necessary to convert these analogue 

ornietions into digital informations. The SQ,-PCM coding can be 

I for such conversions with ease ana lesser error. It can be 

1 thnt wherever AQ.-PCIJ has been used in such applications, the 

X . sy -terns are a l s o  applicable and to a better advantage 

;m3e of their simple signal processing technique. In fact,

i Ih cases where coded and digltalised systems are advantageous 

aVPGid J-s not used because of its complexity, the Ternary and 

\ry S'}-PCM systems could be readily used. The FDM telemetry 

ia 1° could also be transmitted in the form of FI)M-Sq,-PCM, as 

e systems could easily be adapted for wideband applications, 

he field  of computation, the Analogue and Digital Computers 

go far found distinctive applications, but recently it has 

felt that a combination of analogue and digital techniques 

a be best suited for solution of the special problems generated 

he increasingly complex technology, as a result, a growing 

er of hybrid computers are in use , and it can be readily seen 

may easily be adapted for such applications.

Finally TiAi-S^-PCM systems combined with some HF modulation

n be used in Radio Relays and Satellite communications
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.;>ue 

r 8 lit

o the Doppler shift in satellite communication, the require- 

of accurate synchronisation are critical in synchronous 

ty.?0 of modulation scheme, like AQ-POM and SQ-PCM. However, 

compound modulation schemes such as SQ,-PGM-FM-FB (frequency 

noaulation using negative feedback) are likely to overcome or 

at least reduce these difficulties*

j « SOOPiii OF FUTURS WORK.

One of the major drawbacks of the Ternary or Binary SQ-PCM 

synteni is that the SNE does not increase rapidly with an increase 

in the PRF. It may be possible to process the signals in such a 

’-ey that a cumulative advantage in the SNR will be obtained if 

the signal is approximated successively, and 

in af?ain processed to give Then the combined signal

r* kaaa i
L f(fc> + a  f (t) will approximate f (t )  with an SNR almost twice of 

that obtained by a single approximation. A 2 -digit Ternary S^-PCM 

may, thus, give an SNR of about 60 db, if the sampling rate is 

20 K c /s , giving an effective PRF of 40 Kc /s . But, in actual 

practice, the SNR of a 2-digit system w ill not be twice that of 

the Uni-digit case, because the improvement in SNR with feedback 

depends on the strong correlation between the signal samples, and 

the difference signal m )  will have larger bandwidth and less 

correlation at a given PRF. The samples of the Af(t) w ill be 

more random than the samples of the original f ( t ) ,  and the SNR 

for the second approximation w ill  generally be poorer. However,

i  4- -i *-4O lij.a expected that a 2-digit Ternary S^-PCM system will have

proxijnately an SNR of 50 db at an equivalent PRF of 40 Kc/s.
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processing of ^  f(fc) -will improve with higher PRF’ s and it 

r C  bs possible to get an s m  of 75 db with an equivalent PRF 

50 - 65 K c /s . The investigations, along the line suggested,

! -V3 already been started and the 2-digit Ternary system is in 

experimental stage. The Binary S'V-PCK system also can be 

sooner-zed in a sirailar manner, and a good improvement in Sim 

bo expected.

«ith a view to eliminate some of the defects in S^-PCM 

jcJ in;'-r., certain modifications in the process of approximation 

u 5nr feedback have been suggested by other workers in the labo- 

rutory. The field  of their work has been mostly in the binary 

■ys terns and it  has been found that the -sampler of the coder could 

or taken outside the feedback loop without introducing any dete- 

ri oration in the performance. The residual frequency distortion 

ir the Binary S^-PCM system may be corrected by a modification 

vh.~---e two feedback loops are used. One feedback loop is around 

the quantizer and the other around the complete coder including 

the sampler and the quantizer. Such a system has an optimum SNR 

of the came order as the present Binary but has the

additional advantage of having constant output and SNR for the 

’.vhole of the message band. The Ternary SQ.-PGM system could also 

fee improved in a similar manner.

The A-XM system has a poorer SNR than the because the 

equalisation of SNR with fm in A-XM has been done at the SNR value 

obtained for the highest fm. It is felt that the large aliasing 

;ion in the sampler has been responsible for the poor SNRs t  o p 1
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»+* .r> ft

•• r'< \ r  n  '

, as the quantizer is placed after the sampler. If  the 

'''l'~‘“J precedes the Quantizer, with other circuits remaining the 

?, the optimum Si-Jic has been found to improve by about 6 db.

other properties of remain as they are reported by

;.;e . ouch a modified A-XM circuit can also be converted to 

si"-nary-coder. The optimum SWH now will be slightly poorer

value is 36 db at 40 Kc/s PRF) but the system will have 

tntage of giving a very wide message bandwidth along with 

eor-tant output and constant Silfi throughout the whole band.

The problem of designing a suitable device for direct 

•'-level quantization, instead of using two binary circuits in 

o s n l l e l , is yet to be .solved. Some preliminary experiments

various circuits and elements have been made but the stability 

:i ‘ theoe devices is poor and the two thresholds are not symmetrical. 

f-'ne possibility would be to use a matched pair of PMP-IJPil transis- 

tors along with Zener diodes to establish the +ve and -ve thres­

holds, symmetrically and accurately. The use of a separate com- 

pre -'or for nonlinear coding is also a problem which should be 

ea-;ed by designing coders with compressor as an integral part,

L'o tha t . the overall circuit is further simplified. For TDM 

operation, generation and transmission of synchronising signals 

hove not been properly investigated as yet and more work is called 

for to find out a stable synchronising signal to be transmitted 

along with the signal codes.

The complexity in the circuits of a Ternary coded AQ,-PCM,
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although shown to be more efficient than Binary AQ.-PCM, has been 

a major hindrance for its general applications. It would, however, 

be possible to simplify this ternary coder by using delay lines 

and suitable feedback around the coder. But for useful range of 

PRF 's , a two-digit Ternary Sq-PCM would have superior characte­

ristics with simpler circuitry as compared to an equivalent 

Ternary AO,-PCM. It is, thus, seen that further investigations 

rhould be carried out with other promising Ternary-coded systems, 

specially of the type using only XJni-digit or two-digit codes,

;• ii'/iilar to the SQ.-PCM. With the proper solutions of some of the 

outstanding problems mentioned above, it  is expected that future 

wideband communication and other digital systems v^ould be more 

e ffic ien t , but much sim plified.'
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APPJSNDIX A.

PULSJ CODiS MODULATION (AO. - PGM).

The aim of any communication system is to transmit infor­

mation from one place (source) to another (receiver) through some 

medium with as much efficiency as possible. The medium may be a 

cable or a radio frequency link , and the efficiency of interest 

normally is the amount of power required for a satisfactory signal

to noise ratio at the receiver output. It has been shown by

8
nsnnon that a communication system using a wideband coding 

UiDdulation) w ill give a better signal to noise ratio at the 

receiver output as compared to a narrow band coding for the same 

transmitter power. The Pulse Code Modulation system (AQ.-PCM) is 

one of the most efficient systems, where by using binary on-off 

pulses for transmission, a high quality of transmission can be 

obtained under such adverse noise conditions that it is just 

possible to recognise the presence of a pulse. A brief review 

of the AQ,-PCM system - its principle of operation, quality of 

transmission, bandwidths, and efficiencies is now given.

A .1.0 . C OPING CHARACTERISTICS.

A continuous signal f ( t ) ,  of duration T seconds, and limited 

in bandwidth to Wm c /s , could be represented by 2Wmt independent 

samples, taken at a regular rate of 2Wffl samples/second. The 

message signal could be represented as,
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.  I  f  0-/*NL.). ^  "•(*«»*  - 4
»- V 7 . . .  (A .l).

that in , the f (t )  is a sum of a series of simple functions of 

the 3 m  x /x  type, centred at the sampling instants, "t= w^2Wm,

The peak value of the Sin x /x  function is equal to the 

value of the sample at the corresponding sampling point. At the 

receiver, the signal can be reconstructed from the sample values 

representing the signal by generating a proportional impulse from 

each sample and then passing the series of impulses through an 

ideal low pass filter  of cut-off frequency Wm c /s . The response 

of an ideal low filter  to an impulse is a Sin x /x  pulse and 

therefore the principle of equation (A .l)  , applies.

The method of sampling and sending only samples at regular 

intervals of l/2Wm can be used for a fairly perfect transmission 

of information. The technique, however, suffers in one very 

important respect, and that is , that it is impossible to transmit 

the exact amplitude of the sample under practical and physical 

conditions. The amplitude of the sample is sent as an amplitude 

of a pulse, a position of a pulse, or some other property of a 

pulse. On the lin e , noise, distortion, and crosstalk between 

pulses w ill disturb the amplitude or position of the pulse and 

therefore, after recovery, the size of sample will not be the 

Fame as the original. If  the transmission is over longer distance 

where repeaters are necessary, the error is cumulative, and 

inspite of sufficient amplifications along the way, the final 

amount of error may become excessive, and therefore, limit the
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-in excellent solution of this problem Is to send only 

c.I;:arete values of the amplitudes or position of the pulses 

iU,-̂ orv,i oi the continuous range of values. The discrete amplitude 

tr-n-mittod is nearest the true sampled value of the signal. At 

the receiver, due to the noise, introduced on the way, the amplitude 

received will be different from all expected discrete amplitudes. 

Hrr'over, if the noise and distortion introduced is small, the 

^rrnsous amplitude can be identified as the nearest correct 

" rplitudo. Quantizing the signal amplitudes into some discrete 

Irvels only, therefore, introduces some error initially in the 

trnrr-rmitted amplitude itself . This error, generally called quan­

ta!’ Inf noise, can however, be made very small by dividing the 

total range of the signal values Into a large number of discrete 

levels; that is , the separation between the levels can be made 

small. On the other hand, If . the separation between the levels 

becomes too small, the difficulty of recognising the quantized 

levels in presence of noise increases. However, once the ampli­

tude has been quantized, it can be sent over long distances using 

repeaters, subject to the condition that at each repeater the 

noise added is small enough to allow for a correct recognition 

of the quantized amplitude level# Since the correct level at the 

repeater is recognised, at the output of the repeater the signal 

is as good as the original and there is no cumulative effect of 

the noise on the line.

From a theoretical point of view, the sampling and quanti­

zing of the amplitudes are the two basic things in AQ,-PCM, but

irt^nne of transm ission .
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unfortunately, with the practical circuits, it is not possible to 

d i^ti ngu ish all the discrete amplitudes which the single sample 

pulse nt the instant may be representing. However, the quantized 

levels could be coded into a binary number, where any particular 

amplitude may be represented by a set of on-off pulses. The 

receiver is only required to distinguish between the presence, or 

absence, of a pulse. Thus, several pulses as a code group are 

uf-ed to represent one quantized amplitude. From the law of binary 

numbers, it is known that a group of 6 pulses can represent 

numbers upto 64, and a group of 7 pulses can represent a number 

up to 128. The signal amplitude may be quantized into, say, 128 

levels and each level could be represented by this code group of 

7 on - off pulses. For decoding at the receiver, each pulse of the 

'■•ode group is multiplied by a weighting factor (the position of 

the pulse in the group), and then linearly added to form a pulse 

which has the exact amplitude of the original quantized signal.

The coding of the quantized levels is necessary for the successful 

implementation of the idea of sampling and quantizing.

The AO,-PGM system consists essentially of these three

15
elements, - sampling, quantizing, and coding . The message signal

is sampled at a rate slightly greater than 2Wm samples per second,

quantized into I  different levels and finally , coded into a

group of n binary pulses, where

n.

Jt « 2

The sampling is  really 3- quantization in time and quantizing 

here is  an amplitude quantization* a s  has been mentioned previ­

ously , the error (quantizing  noise) depends on the size of the
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step of the amplitude quantizer. To determine the relation bet­

ween the distortion or error, and the size of the quantizing step, 

the rignal is impressed on a "staircase transducer” , having an 

input-output relation as shown in Fig.A-1 (a ).

The staircase transducer sorts the input signal voltage 

into small compartments forming the tread of the staircase and 

■jll signals within plus or minus half a step of the midvalue are 

reolaced at the output by the midvalue. The effect of such quan­

tization on a smoothly varying function of time is illustrated in 

Fig. 1 (b ) , and it is seen that the output remains constant, so 

long as the signal is confined to a tread, and jumps by one full 

step when the input increases beyond the tread. The signal there­

fore is approximated with such a staircase, and the difference 

between the original wave and this approximated wave w ill be the 

error. The instant by instant error curve is also shown in the 

^ame figure. The maximum value of the error is clearly'a half 

of one step and varies between the limits of plus half a step to 

minus half a step. This error waveform can be approximated, for 

all practical purposes, by a triangular waveform as shown in 

F i g .A .2 and the mean square value of the error could be calculated. 

The slope of the triangular waveform w ill be quite arbitrary, but 

the amplitude of the triangle will vary between plus and minus 

half a step. The calculation is the same if the mean square value 

of a straight line of arbitrary slope but amplitude confined to 

plus and minus half a step is calculated. I f  £ 0 xs ‘bhe voltage 

corresponding to one step and s is the slope of the line , then
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the equation of a line is

E,•O < t < JE*.
ZS

where € is the error voltage, and t is the time with reference 

to the midpoint as the origin.

The mean square value of the error is the ref ore l /l2th  of the 

eize of the square of the quantum step. This indicates that 

there will be large errors on quantizing, but fortunately, all 

the error power does not fa ll  in the signal band. In fact, the 

application of the signal to the nonlinear staircase characteris­

tics could be thought of as a modulation process where the error 

1" also distributed in the higher order modulation products which 

could be removed by a low pass filter . The error spectrum for

a general signal, like band limited noise, has been determined 

17
by Ltennett ana shown here in Fig .A . 3. The error spectrum for 

different number of quantized amplitude levels like 16 , 32, 64, 

and 1S8 i .e .  for number of binary digits n like 4 , 5, 6 and 7 

respectively, has been shown in the figure. The error spectrum 

ie fairly  wide spread and the area under each curve represents 

the error power density. As the number of digits is increased, 

the error power spectrum becomes flatter and more widespread, but 

the maximum density is reduced. The error power falling  in the 

signal band is just the area under the curve from zero to unit

5f ore,

-f- [ «*clt
r

oy

(A .2}.
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ao. oissa* and thus, it is seen that with the increase in number 

of quantizing levels the error reduces.

As was seen earlier, quantization and transmission doss 

not simplify the problem., because physically it is impossible to 

recognise the different quantum levels.- Also, the bandwidth 

required to transmit this signal, such that the discrete quantum 

steps are preserved, is very large. The quantization in amplitude 

could be combined with quantization in time. The sampling frequency 

won I d  be eoual to or slightly in excess of 2Wm c/s . The sampling 

could be thought of as a multiplication of the signal by the 

switching function. The switching function has a finite value 

during the very short period (approaching zero) of switch closure, 

and zero value otherwise; the frequency of the switching is the 

sane as the sampling frequency. The switching function can be 

expanded by Fourier Series to give a constant term, the repetition 

frequency and the harmonics of the repetition frequency. The 

effect of the multiplication of the signal with the switching 

function w ill therefore, give a constant term proportional to the 

signal its e lf , upper and lower sidebands on the repetition freq­

uency, and upper and lower sidebands on the harmonics of the 

repetition frequency. These may be applied to the staircase 

transducer now. At the output of the transducer will appear the 

signal, as well as the error due to quantization. If  the sampling 

frequency is slightly more than the highest signal frequency, the 

original signal could be recovered from the output by passing it 

through a low pass filter .
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As the error was spread over a much wider band than the ori­

ginal signal, the filter output will not consist of all the error 

voltages. To calculate the error actually present in the output 

signal band, the error spectrum can be multiplied by the switching 

function, and all the contributions to the original signal band 

rn®oe .̂7 the harmonics of the switching, function summed up. The 

contributions by the harmonics are due to the beating of each 

harmonic with the band of error spectrum near it , and this gives 

a beat frequency in the signal band. Hence, the sampling intro­

duces some more error in the signal band, which can be reduced 

by increasing the sampling freouency. This price is easily paid 

because the quantized sample can be directly encoded into a set 

of binary pulses.

The calculated values of the error power in the signal band

17
ar ? shown in F ig .A .4 , after Bennett . The abscissa is the ratio 

of the sampling frequency to signal bandwidth, and the input sig­

nal is band-limited noise. The sloping nature of the curves 

indicates a reduction of noise with the Increase of sampling 

frequency, because by doing so, the harmonics of the sampling 

frequency are pushed up into the less dense regions of the error 

snectrum. By increasing the sampling frequency to a large value, 

the effect of sampling becomes almost negligible, and the system 

returns to a case of quantization alone. The flat portion of 

the curves in F ig .A .4 then represents the quantization noise 

alone, without the sampling.

a . i . i . q u a n t i z i n g  , n o i s b .

The signal to noise ratio for full load sinusoidal signal
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:ln an jiQ,-POIvi system can be calculated with the help of equation

* 2) • If  the full load sinusoidal signal Is IS volts peak, then 

Its mean square values is e£ /2 ,  and the total range of the ouan- 

tizer is -lii to +E, that is 213. The height of one step has been 

assumed to be E 0 and therefore, the total number of steps = 

2.2/&0 = r. The quantizing noise, which can be assumed to be 

name thing like an independent source of noise, is given by 

oq. f A . 2 ) as, E 02/l 2 .  Hence, the ratio of mean square signal 

t m e a n  square noise is

rjucause the signal band is slightly less than half the sampling 

frequency, the equivalent rectangular band in which the noise 

nots is about 3 /4  of the signal band, and is therefore, less 

than that given in equation (A .3 ) ,  by the same factor. The 

signal to Quantizing noise ratio is ,

The S1TR for various number of binary digits is shown below:

E >  _ *E2
(A .3 ).

(A .4 ).

-  Zoloq, r + 3<Ah
<T|0

the value of r is equal to 2n , the S/N is given as

or

S/N = 20 log10 2n + 3 db 

S/N = 6 n + 3 db (A .5 ).
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n r C-T-.TR
~ T ~

3 I SB 21 db
I

4 I
i

= 27 db

5
V
I — 33 db
1

6 I = 39 db
I

7 ii S3 45 db.
l

The I aIR increases by 6 db for every increase in the number of

■‘pits.

In  general, the signal is speech, or some other complex 

signal. The estimate of the SNR, which would be obtained for 

these signals, can be made from the results of a band limited 

noise signal. It has been shown that the SNR results for such 

a noise signal is about 10 - 11 db below the full load sinusoidal 

si^mal. tince the distribution of the amplitudes in a noise 

~ignal is assumed to be Gaussian, the probability of the ampli­

tude exceeding 4 times the mean square value is extremely small* 

The input level of the noise signal is kept about 12 db below 

the full load sinusoidal signal.

The variation of input level below that for the full 

load sinusoid produces a proportionate decrease in the SNR. As 

the quantizing noise is substantially uncorrelated and uniform 

over the s i g n a l 'band, it remains constant. F ig .A .5 shows the 

variation of £HR with input level for a 6 digit and a 7 digit 

Aq,-PCM systems. The SNR for noise type signal can be read from 

F ig .A .4. For a ratio of sampling frequency to signal bandwidth
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uj. t.' > i t  is seen to  be 35 db and 29 db fo r  a 7 -d ig it  and a 6 -d ig it  

system, resp ec t iv e ly .  The frequency response, that i s ,  variation  

output with frequency is constant in the message band. The e f fe c t  

oj the quantizing noise- on speech w il l  be sim ilar to that of a 

thermal noise with the same mean power, and a noise le v e l  of 

approximately 25 db below the s igna l is  acceptable and quite 

comfortable f o r  l is te n in g .

.1 .2 .  ITOJ-LIM&vft QJJANT iZujTION.

I t  i s  seen that the signal to noise ra tio  f a l l s  lin early  

rAith a decrease in the input, and the range o f input, fo r  which 

the ( in -a 7- d ig i t  AQ,~PCM system) is  above 25 db, is  only about

-0 db (F ig .A .5 ) ,  below the f u l l  load sinusoid . This w i l l  mean 

that s igna ls  with low amplitudes 'w ill be reproduced with a very 

pocT SxLl. This can be looked at from another point of view.

.■iS :uning th at , to  the sta ircase  transducer with uniform steps a 

large and a small amplitude signal is  applied . The transducer 

w i l l  produce an equal quantizing e rro r ,  but the error w i l l  be a 

small percentage of the large amplitude s ig n a l,  whereas, the error 

w i l l  be comparable t o ,  or form a large percentage, of the low 

amplitude s ig n a l .  Thus the low amplitude signals w il l  be adversely 

e f f e c t e d  by the quantizing n o ise . I t  may then be advantageous to 

use a quantizer with non-uniform steps , tapered s ign a ls , or some 

other d e v ice ,  so that the s ize  o f the quantum steps is  small fo r  

weaker s ig n a ls .

Of course , increasing  the to t a l  number of steps w i l l  

reduce the quantizing e r ro r ,  but it  w i l l  require more coder deci-
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rxoris m  le ss  time and an increased bandwidth fo r  transmission in 

tae l in e .  Another a lternative  i s  t o  taper the size of the quantum 

steoo over the signal range in such a way that weak signals traverse 

mors number of steps . This poses a serious problem in the coding 

'■^curacy of the smallest steps. A th ird  method is  to taper the 

r lrn y l  in the manner shown in F ig .A .6, where the weaker signals 

an: spread over a considerable number of quantum steps. This 

technique is  ce r ta in ly  fe a s ib le  and almost invariably  used in ’ 

p ra c t ica l  c i r c u i t s .  The signal is  f i r s t  compressed, which allows 

fo r  8. large am p lif ica t ion  of lower amplitude signals and less  

a m p lif ica t ion  or saturation of higher amplitudes, and then encoded 

7,’ It-' c i r c u i t s  of moderate speed and accuracy. At the re ce iv er ,  

a ccord in g ly , i f  a l in ea r  decoder i s  used, i t  must be followed by 

an expand or \vhich. puts back the signal amplitudes in th e ir  correct 

p ersp ectiv e . I t  is important that transmission between the com- 

preonor and expandor be l in e a r .  Since the compressor has to  act 

on short duration pu lses, an instantaneous compressor and an in s­

tantaneous expandor is  used.

For speech s ig n a ls ,  a modified logarithm ic ch a ra cter is t ic  

Is used fo r  the compandor, and thereby, the quantizing noise fo r  

weak s igna ls  is  reduced to  an acceptable l e v e l  (accompanied by an 

acceptable d e te r io ra t io n  fo r  strong s ig n a ls ) .  F ig .A .7 i l lu s tra te s  

on© such des irab le  companding c h a r a c te r is t ic s .  In the case of the 

compressor, x represents the input and y the output, while fo r  an 

expandor, y represents the input and x the output, and the re la tion  

between the input and output is
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Th* /L  i s  a parameter which determines the degree of compression 

(or srpansion) and th ere fore , the companding improvement fo r  weak 

Tlpnalp. The companding improvement is  the change in signal to 

power r a t io  re la t iv e  t o  the non-campanded quantizer. Mann

have concluded that, a /x. of 100, which gives a companding impro­

vement of 26 d b , i s  most s a t is fa c to ry .  F ig .A .8 shows the quanti­

zing noise performance o f the th eore t ica l  logarithmic companding 

c h a r a c te r is t ic s  f o r  /x. ~ 100, and 7 -d ig i t  encoding. The figure

al:-;o shows the p ra c t ica l  resu lts  obtained fo r  a 24-channel,_
37

7 -d ig i t  PGM l in k  given by Gray and Shennuch and a 6 -d ig i t .  I t  

i s  seen that the SNR is almost constant at approximately 30 db 

f o r  an input vo ltage  range of about 40 db and the t o t a l  dynamic

range Is 44 db.

■36
t al have discussed the choice of the optimum value of and

O transmission characteristics

I t  can b e  e a s ily  shown that a channel of bandwidth W c /s  

c a n  t r a n s m i t  2W independent pulses per s e c o n d .  The pulses occur

( o r  do n o t  occur) at t «  0 ,  T , 2 T ------  mr , where

T = 1/2T-7 seconds and the received pulse is  of the form

jr
T

(a . 6 ) .

and i s  shown in F ig .A .9
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i t  I.? seen that the amplitude J  of the Sin x/x pulse centred 

at mT is  zero at t  = KT where K ^ n u  Since the transmission 

ip synchronized, the pulse tra in  i s  sampled at T s  Jn-T. At the 

ro -p lin g  in sta n t, only the pulse centred at that point w il l  be 

seen and none of the others. The Sin x /x  pulse given by eq.A.6 

j r: lim ited  to  a band of VI c / s , because i t  is  the output obtained 

after  applying a very short pulse to  an idea l low pass f i l t e r  of 

CA ; bandwidth. In A^-PCM, a message signal of bandwidth Wm c /s  

In sampled at the rate of 2VJm  c /s  and each sample is  coded into 

a group of * n* pulses. Therefore, Sn Wm number of pulses per, 

r econo. are required to  be transmitted and the bandwidth of the 

video channel w i l l  be nWm c / s .  I f  the 2nWm on -o ff  pulses are 

transmitted by modulating the amplitude of a ca rr ie r ,  the bandwidth 

reaui red w i l l  be 2nWm c / s .  In the case of transmitting the pulses 

through FM or FSK, the bandwidth required w i l l  be larger  (as shown 

in c"ection  5 ,3 )  ana w il l  be 4nWm c /s  fo r  a unity deviation  -  ra tio  

£14, and for  a two tone FSK. For a AQ.-PCM-PM transmission, sim ilarly  

the bandwidth required is  eoual to that in the double sideband 

-î -PGlvj-AIv-': c a se .

Considering the v ideo transmission o f  the l/O  pulses, the 

presence, or absence, of a pulse at the rece iver  can be re lia b ly  

detected only i f  the s ign a l is  larger  than the noise by a certain  

amount. The noise is assumed to  have a uniform power spectrum and 

a Gaussian d is t r ib u t io n  of the amplitudes. To achieve ideal detec­

tion., the s igna l is  passed through an id ea l low pass f i l t e r  of 

bandwidth W (= nWffl) , and sampled at times K'f . Suppose the height 

of the pulse is  2V when i t  i s  c o rre c t ly  rece ived . The sampled
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signa l is passed through a s l i c e r  which gives an output pulse i f  

the nignal i s  greater than V ,  and n o  pulse i f  i t  is  less  than V .  

xf a p o s it iv e  noise burst occurs at the particu lar  instant when 

a pulse was.supposed to  be present, there w i l l  be no e rro r ,  but 

i f  i t  occurs at an instant when no pulse is  sent (with a magnitude 

rro a te r  than V )  there w il l  be an error .  S im ilarly , a negative noise 

burst of magnitude greater than V w il l  ob lite ra te  the presence of 

a p u ls e , but w i l l  have no e f f e c t  i f  a ’ z e r o ’ has been sent. The 

probabil ity  of e r ro r  w i l l  th erefore  depend upon the input SNR, 

ana as has been shown in Section  5 .1 ,  the Pe is  given as

The curve for  Pe , fo r  d i f fe r e n t  values of input SNR, is  shown in 

F ig .a .  10. The p ro b a b il i ty  of e rror  in a "word* of n pulses is

I'l'ow in aQ,-PCM, the occurrence of a noise pulse in the n d if fe re n t  

p os it ion s  of the ’’word” pulses produces d i f fe r e n t  amounts of change 

in the f i n a l  detected  output o f  the s ign a l.  For instance, an 

e r r o r  pulse at the f i r s t  p o s it io n  of the 7 -d ig i t  "word" w i l l  

produce an e r ro r  o f  about 50$, but an e rro r  pulse at the la s t  

d ig i t  p lace w i l l  have l e s 3 than 1$ error  f in a l ly .  The mean square 

change is
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Therefore, the mean noise power in the output i s  N0 , and is
given b y ,

^  is  the signal l e v e l .  The mean-signal power is
f A , ^\2-

A y *  .  ( A i m )

nd hence , the (SifiOo i s ,

I f  Pe is very small and n is  more than 4, the equation (A .7) 

can be reduced to

The output SNR depends upon Pe which in turn, is based on the 

input SITR. A curve of input SNR vs. output SNR is  drawn in 

F ig .a. 11. I t  is  seen that i f  the input SNR is  large enough to  

make the s ign a l i n t e l l i g i b l e ,  a small increase w i l l  make the 

transm ission p e r fe c t .  An idea of ths rapid improvement in the 

output can be had from Table I ,  given below, f o r  a pulse rate 

of 100 K c/s .

(A.3 } .
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TABLS I .

mt  (EliR) peak. P robability  o f  S rror . One error every.

13.3 db. 10“ 2 10“ 3 sec.
17.4 db. 10-4 10“ -*- sec.
19.6 db. l 0-6 10 sec.

21.0 db. F-1 O
1 CD 20 min.

22.0 db. 1 0 - !° 1 day.
23.0 db. 10-3-2 3 months.

ev id en tly , there i s  a threshold at about 20 db, below which there 

is  a serious in ter feren ce , and above which the interference is  

n e g l ig ib le .

The above derivation  has been based on the peak power 

l im ita t io n  in the transmission l in k .  The average power is  3 db 

below the peak power because, on-an average, the pulses are present 

half the tim e. On the other hand, the transmission could be 

b ip o la r ,  where a ’ one1 pulse is  sent as +V and a ’ ze ro ’ pulse is 

sent as -V. The peak to  peak signal swing is  the same 2V as in 

the case of 1 /0  transmission fo r  the same noise margin. The peak 

power is now l /4 t h  the peak power of l /O  pu lses, and since a pulse, 

e i th e r  p o s it iv e  or. negative , is  always present, the average power 

i s  the same as the peak power. Therefore, for  a b ipolar  or balanced 

transm ission , the power Is reduced by 6 db fo r  the same error  rate 

Pe at the output.
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A .2 ,1 . xiF MODULATION.

In the AQ,-PCM-AM system, the error  p rob ab ility  is  ca lcu la ­
te; in the fashion  given in Section  5 .2 , ana the Pe is given by,

r -i . r
[P . = _ ! _  f ,

** Va5r J • e  •<**--oo

ci p lo t  of Pe vs . Si/Nj_ is  given in F ig .A .10. The mean noise power 

is then obtained from equation A .7 and the (SNR) output is

t S* ^ A M  = ••• u - 9 ) -AM

F ig .a . 11 shows the input SNR (Average basis ) vs. the output SNR. 

The unity d e v ia t io n -r a t io  A -̂PCM-FM has an improvement of about

4 .8  db, but in a l l  other resp ects ,  i t  is  sim ilar to  AM. The 

input 3NR (average) vs. output SNR in th is  case i s  a lso  shown in 

F ig . a . 11, where t o  every value of S0/N0 , th is  improvement of

4 .8  db has been added.

The e rro r  p ro b a b il i ty  in the A0„-PCM-FSK is found in a 

manner s im ila r  to  the one given in e q . 5 . 2 4  and Pe is

The v a r ia t io n  of Pe with S/N is  p lo tted  in F ig .A .10. The output 

SNR from e a .(A .8 )  is

= *§• * 7~p~l . . .  (A. 10). 
L J FSK *  L ^ l  fSK

and is  shown in  F ig.A . 11.
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For the A^-PCIa-PM, the probability of error (refer ea.5 .29)

■fV/z

P(fl) 49
-T/z

whe re

_L
2T

—SjN
f ' - j f

( i i w i

J

1 2

r  */-vYz
e  dy

_oo

?he v a r ia t ion  of Pe with input SIfii is p lo tted  in Fig.A . 10. The 

jut out- ri'IH is  given by

[X | N0]
PM

I
. . .  (A.11)

P M .

and in p lo tted  in F ig .A .11. A comparison of a l l  these RF modulation 

schemas shows that AVPGM-Rvi wiil require the least  transmitter 

power for  a given error  rate at the output.

In most transmission systems the noise and interference 

are cum ulative. Normall5r j the overa ll transmission takes place 

through severa l repeater s ta t io n s ,  and at each repeater, when the 

s ignal is  am plified  the noise a lso  gets am plified by the same amount 

and there is  no way of separating the noise from the s igna l. I f  

there are 100 repeaters , the quality  of transmission has to  be 100 

times b e tte r  than for  a single  l in k  transmission. In A -̂PGm syotem, 

however, the s ig n a l  can be regenerated as o ften  as necessary without 

impairing the q u a lity  provided, i t  is  ensured that the noise and 

in terferen ce  are below the threshold in each l in k . A ctually , i f  

the noi.se in  the s in g le  l in k  causes a certa in  fra c t io n  p of the 

pulses to  be regenerated  in c o r r e c t ly ,  then a f t e r  m l in k s ,  i f  p ^  1,
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the f r a c t io n  incorrect  w i l l  be approximately mp. However, to  

reauce the e r ro r  p to  a value p* = p/m requires only a s l ig h t  

increase of power in each l in k ,  as has been seen in connection 

with the p ro b a b il i ty  of error  vs. input SNR. Thus, i t  can be said 

thst in A>PCil, the transmission requirements are almost indepen- 

of the to ta l  length of the transmission c i r c u i t .dent

A. 3. IQ ISN'GY.

R elative  evaluation  o f  the d i f fe r e n t  systems has been 

6 onr? in Section  6 .3  on the basis of coding, power, and conmunica- 

11 on e f f i c i e n c i e s  defined e a r l ie r  in Section  5 .4 . The three 

e f f i c i e n c i e s  f o r  the A -̂PCM system are given below.

Coding l ii f f ic ien oy .

The coding e f f i c ie n c y  has been defined in Section  5 .4 .1

= w » / «  . <fi+ siw)
as

F ig .A .12 shows the ^ with the information rate H for  the AQ,~PCM 

system. The coding e f f i c i e n c y  increases with the information 

ra te , in d ica t in g  increasingly  better  coding with the increase in 

number of quantizing le v e ls .

Power IS ffic ien oy .

Power e f f i c i e n c y  has been defined in Section  5 .4 .2 ,  as 

£  fo r  a 6 - d i g i t  a n d  a 7 -d ig i t  AQ,-PCM has been calculated and

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



-  206 -

given in Table 11. The information H, and the bandwidth B, have 

a lso  been indicated  in the same ta b le . The values of S'l/N^ have
been taken from F ig .A .11.

TABLE II •

00. e 
t  rans

of lA'i-PCM 7 -d ig i t ;  
m ission. |SNR 45 db PRF 60 K c/s .

Uq,-PCM 6- d i g i t ;  SNR 
j PRF 50 K c/s .

= 40 db

| ^  1CMsfsq B Kc/s I 1 14 ll J2 1 
i Kbite/attJ K*fs i P

V j.... 60 30 17.34 50 25 14.92
A. ■ - a 50 60 34.67 " 50 29.85

60 120 60.4 " 100 50.24
FL'I'l. 50 120 41.30 "  100 35.98
i'lv , 60 60 8.9 "  50 7.58

Communication E ff ic ie n cy , tr

The communication e f f i c i e n c y  has been defined in Section

5 .4 .3 « as , •

Received power in the idea l system.
Received power required in the actual system 
fo r  the same information r a te /c y c le .

(S j /N j ) id e a l  
(S i/lT i) actual

f o r  the same information 

r a t e .

The method o f  c a lcu la t io n  of Y| has also  been indicated there. 

The communication e f f i c i e n c y  f o r  a 6 and 7 -d ig it  AO,-PC!/i-modulated 

systems is  g iven  in F ig .A «13 (a ) and (b) , respective ly*  The output 

^IR obtained is  ind icated  on the curves. I t  is  seen that of
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The information capacity of a system is defined as the 

number of independent symbols or characters which can be transmi­

tted by i t  in unit time. The information capacity is  normally 

expressed in terms of number of binary d ig i t s  per second, C,

’■■vhich can be handled by the channel. The units of binary d ig its  

Tre used because they are simplest in character ana a l l  systems 

are expressed in these u n its . Shannon and others have shown that 

the capacity  o f an ideal system is

C -  W logg  (1 + F/H) . . .  (A.12).

where W = bandwidth,

and P/l'T = the r a t io  o f  average signal power to  mean noise power.

Actually  a l l  the systems have a much smaller channel 

capacity  than the one given by e q . (A .1 2 ) .  To ca lcu late  the channel 

capacity  o f  the Ao-PCM system one can proceed as fo l low s . Assuming 

that the system i s  working above the threshold so that the errors 

are n e g l ig ib le ,

C -  2 Wm m. 

where 2 Wm = sampling frequency.

m * equivalent number of binary d ig its /c o d e  group.

Now, there are i  quantizing le v e ls  and the number o f  binary 

d ig i t s  per code group i s  ji» 2. , while the actual number of
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n yuig i t s  n t o  the base f b ‘ w i l l  be 1*  b Therefore,

2m = bn

or m = n logg b 

and 0 = 2 7Ia . n logg b.

2 vJ logg b (As 2Wjm. n = 2 Y<).

W logg b2 ( A .1 3 ) .

I f  pul nee have f b* d i f fe re n t  amplitude le v e ls  and i s  the 

"eb value o f  n o i s e , then an amplitude separation of Ktf" must 

e x ir t  between the le v e ls  t o  provide enough safeguard against 

n o ise ,  v/here K is  a const. At the threshold in AQ-PCM system 

the value of K = 10 approximately. The t o t a l  amplitude range is  

2\. cT\(b -  1 ) ,  and the average signal power S, assuming a l l  

l e v e ls  to  be equally  l ik e ly ,  is

J o . ( A .15) g ives  the channel capacity of the actual AQ-PCM system

S =  K2r t . ( bl- ' ) / ,z ( A .1 4 ) .

b .-t itu tin g  the value of b  ̂ from eq. (A .14) in e q .{A .1 3 ) .

(A.1 5 ) .

and th is  w i l l  be equal to the ideal channel capacity in e q . ( A . 1 2 )  

i f  the s ign a l power i s  increased so that
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hi:? i s  equivalent to  an increase in power of approximately 9 db, 

equ.ired in a^-PCM, to  get a given ohannel capacity f o r  a given 

andividth. Equation (A .15) shows that the p-ower ana bandwidth 

re exchanged on a logarithm ic basis and the channel capacity is

roportion a l to  the bandwidth.

. 5 .  T . D . LIULT IPLt&XlHG IM a^-PGM.

One o f ths greatest advantages of the AQ.-PCK system is

rnt i t  lends i t s e l f  to a time d iv is ion  m ultiplex. Many message

hannoIs can 'be multiplexed and a standard quality and high
38

e l l a b i l i t y  can be obtained . The instantaneous compressor and 

ooer is common to  a l l  channels in the transm itter, and sim ilarly 

he instantaneous expandor and decoder are common equipment in 

he receiver.
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APPiiMD I X  B.

î LTA-MODULATION AND DSLTA-SIGMA MODULATION.

 ̂* 0 * GriiiNii» AaI* #

Among the ex is t in g  coded pulse modulation system, the 

a*-PGM system discussed e a r l ie r  in Appendix A, gives the best 

performance with moderately low PRFs. The complexity o f the 

AVP-'T c i r c u i t s  has led  other workers in  the f i e ld  to  try  some 

oth^r methods of approximateon. N oticeable among these have 

been the A~H and A-ZM systems.

4
In the a-M system developed by De Jager, a step appro­

ximation of the message signal waveform, by +1/-1 pulses, is  

obtained by a simple c i r c u i t .  The A-M system has been found 

su itab le  f o r  some sp ec ia l  c la ss  of signals l ik e  speech. As a 

d i f f e r e n t ia t io n  o f  the message waveform is  involved in the coding 

process o f  the A-M system, i t  is  incapable of transm itting d .c .  

^nd very low frequency s ign a ls .  The A-I.M system has been 

proposed by Inose et a l , as a m od ification  o f  the A-M system.

I t  overcomes the shortcomings of the A-M system in m a n y  resp ects , 

while s t i l l  re ta in in g  the advantage of simple c ir c u it r y .  The 

quantizing n o ise ,  however, is  more in the A-XM > and a larger 

PRF is  required for a s im ilar  SNA at the rece iver  output. The 

advantage of d . c .  transm ission, and of uniform, frequency response 

of the message s ig n a ls ,  are decidedly in favour of A-5.M .

The present Appendix i s  intended t o  give a review of the
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A-H and A -IM  systems with emphasis on th e ir  coding characte- 

n s t i e s .  The systems are sim ilar in p r in cip le  to  Binary S -̂PCM 

system, but i n f e r io r  in coding ch a ra cte r is t ics  ( fo r  the same PRF). 

Their transmission ch a ra cte r is t ic  w i l l  a lso  be sim ilar to  Binary

system and, th ere fore , i t  w i l l  not discussed here. Section 

•f.l reviews the coding ch a ra cte r is t ics  of the A - M  system in d e ta il  

and r e c t i  on B.2 reviews the same f o r  the A  -2M system. In Section 

0 ,3 , a d iscu ss ion  o f  the two systems is  given.

r .1 .0 .  A~M SYSTEM.

A simple block diagram of the A-H  system is  shown in 

Tr;p.'r3„l. The pulse modulator allows a p o s it iv e ,  or a negative 

pulse, from the pulse generator t o  pass through to the feedback 

network G, depending upon the p os it ive  or negative p o la r i ty ,  res­

p ect ive ly ,  of the error  iS(t). The feedback network C is  normally 

an in tegrator  and builds up the signal with pos it ive  and negative 

steps depending on the p o la r ity  of the pulses at i t s  input and the 

time constant of the in tegra tion . The output B(t) of the feedback 

network is  compared with the or ig in a l  s igna l f ( t )  in the d ifference  

c i r c u i t  D to  give the error s igna l i2 (t) .  The approximating signal 

B( t } , th e r e fo re ,  has the form of a step curve o s c i l la t in g  around 

the message s ign a l f ( t ) .  The negative feedback from the output 

to  the input and the high FBF used helps in the reduction of the 

e rror  to  a small value. F ig .B .2  shows the approximated curve and 

the ser ie s  of p o s it iv e  and negative pulses produced at the output 

of the A-M system. The approximated curve has been drawn fo r  a 

single in teg ra tor  having a large time constant in the feedback
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A B L O C K  DIAGRAM O F  A - M  S Y S T E M
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I N T E G R A T O R

I i i i-------- n
O U T P U T  P U L S E S

A N  APPROXIMATED CURVE U5ING A S I N G L E  I N T E G R A T O R

F I G .  NO.  B ' 2
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lo op . By applying the corresponding ser ies  of pulses to  another 

iut-egrating network at the receiving end, the sane approximation 

of the o r ig in a l  is obtained. The approximated curve can be fu r ­

ther smoothed by passing i t  through a low-pass f i l t e r .

As the PRF i s  l im ited , there is  always some d ifference  

03tween the input signal f  ( t )  and the approximated signal ' f  ( t ) .

In processing of speech s ig n a ls ,  the d iffe ren ce  between f ( t )  and 

f { t )  ( ca l le d  quantizing n o is e ) ,  is audible as a granular noise. 

T h ij  quantizing noise can, however, be diminished by Increasing 

the PAF, when a better  approximation i s  obtained. The ze ro - lev e l  

Is transmitted by an a lternating  pulse s e r ie s ,  which when integra­

t e  end f i l t e r e d ,  w i l l  give a zero output.

The information contained in the transmitted pulses is 

mainly corre la ted  to  changes of input s ig n a l,  and not to  i t s  

amplitude. An overloading, of the system w i l l  occur when the slope 

of the s igna l exceeds a certa in  l im it .  De Jaeger has shown that 

f o r  a s in u so ida l signal input the maximum amplitude that can be 

transmitted i s ,

A _ . Ve
2nfyyx,

where A = peak amplitude o f  the sine wave A Sin Vfat .

f r -  PRF

f m = Y,m /2 « signal frequency.

V = height of one step in the approximating function.©

In other words, the height of one step  in the approximating
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function Yn is  0

V. »
v;he re is  the slope of the sinusoidal s igna l. I t  i s  seen that 

the raaximum amplitude and the number o f  d istinguishable  leve ls  
decreases with increase in f  .

The negative pulses at the transmitter output may be 

omitted without decreasing- the SNR at the rece iv in g  end. In fa c t ,  

tho pulse modulator at the transmitter end need not give posit ive  

ana negative pulses, but may give only p o s it iv e  and zero pulses,

depending upon the p o la r ity  o f  the error  signal E ( t ) .  Lender
39

et al have shown that with a proper adjustment of the time cons­

tant of the feedback network, i t  is  p oss ib le  to  sim plify  the 

c i r c u i t  considerably  (using 1 /0  code on ly ).

I t  i s  a lso  p o ss ib le  to  use a modified network in the feed ­

back loop with a view to  reduce the quantizing noise and thus, 

improve the system. I f  double in tegration  is used in the network 

r', then, every pulse at the input has an e f f e c t  of changing the 

nlope of the reconstructed s ig n a l,  instead of the amplitude, as 

i s  the case with the single  integrator network. This is  similar 

t o  the approximation of a waveform by l in e a r  segments used in 

networks. The d istan t r e ce iv e r  is  a rep lica  of the lo c a l  receiver 

(network C) ana, th ere fore , the reconstructed signal is  related 

to  the rece ived  pulse pattern , as shown in F ig .B .3. The signal 

in th is  f igu re  i s  b u ilt  up from a se r ie s  of pulses where every 

pulse changes the slope of the output s ign a l by the same amount 

in the p o s it iv e  or negative d ir e c t io n .  I f  th is  approximated

Cop
yri

gh
t 

IIT
 K

ha
rag

pu
r



signal ip  now passed through a low-pass f i l t e r ,  a better SNR w il l
be obtained at the output.

±n p r a c t ic e ,  however, the double in tegration , in the feed- 

t'aok' loop of  the system above w il l  lead to  serious d i f f i c u l t i e s  

o f  in s t a b i l i t y  and se lf  o s c i l la t io n .  As the frequency response 

of the feedback network w il l  now be f a l l in g  at the rate of 12 db/ 

oc;tave , the s t a b i l i t y  conditions w il l  be c r i t i c a l .  The o s c i l la -  

11 o n c a n  be avoided i f  the stra ight line  approximation in the 

uouble in tegra t ion  scheme is combined with some sort of pred iction . 

The value which the stra ight line w il l  have a fter  a time interval 

T  C3n always be p r e d ic t e d , i f  no further changes in the deriva­

t iv e  occur. Thus, use can be made of an extrapolation  of the 

approximating curve and comparison of these values with the orig inal 

input s ig n a l .  F ig .B.4(a) shows one such approximating curve, 

where i t  i s  shown that i f  the extrapolated value (shown dotted) is  

lower than the wanted s ig n a l,  one unit is  added to the derivative 

of the approximating curve. This w il l  tend to  reduce the error 

between the o r ig in a l  and the approximated s ign a l. The feedback 

network is  shown in F ig ,B .4 (b )  , where the resistance in the second 

integrator i s  s p l i t  in to  two parts of Rg -  r and r ohms. The 

output of the double integrator i s  taken from the junction of these 

two r e s is t o r s .  The value of r is  adjusted such that

r =  r C z

In p r a c t ic e ,  however, the re ce iv er  uses only a single  

in tegrator  and the break poin t of the second integrator in the 

feedback loop  i s  generally placed at a frequency higher than the
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F I G -  NO- B  ' M a i

F I G .  NO.  B 'l, (b)

F I G .  NO.  B ' A l  c)

A P P R O X I M A T I O N  U 5 I N Q  D O U B L E  I N T E G R A T I O N  N l T H  P R E D IC T I O N
( a )  A P P R O X I M A T I N G  C U R V E
(b) F E E D B A C K - N E T W O R K  ,  AND
Cc) I M P U L S E  R E S P O N S E  O F  T H E  F E E D B A C K  N E T W O R K
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highest s igna l -frequency. Tiis response of th is  feedback network 

to  an impulse is  shown in F ig .B .4 (c ) .  I f  the value of T  i s  kept 

c l ig h t ly  le ss  than "J~ (the time in terva l between two pu lses ) ,  

the quantizing noise is minimum.

B. 1 .1 .  CODING CHARACTERISTICS OF A-M.

The SNR{%) in the can be found by estimating the 

e rror  produced in quantization and the signal bu ilt  up by the 

pulses at the re ce iv er .  The error  s igna l i s  assumed to  be some­

what random and uncorrelated f o r  time in terva ls  which are large 

compared to  T . The t o t a l  quantizing error is quite large 

and spread out over a large band of frequencies. Fortunately,, 

the e rro r  f a l l i n g  in the pass band of the low pass f i l t e r  is 

w ithin  reasonable l im it s .  As the quantizing noise is  random, 

( ir r e g u la r  and nonperiodic) i t  has a continuous frequency spec­

trum. The amount o f  quantizing noise in the pass band w i l l  

depend on the c u t -o f f  frequency, f 0 , of the low pass f i l t e r .

For s im p lic ity  of an a lys is , a sinusoidal s ignal is  assumed as 

fit), and the consequent e rror  waveform i s  assumed as approxi­

mate rectangular pulses of random amplitudes. The feedback net­

work i s  assumed to  be a s in g le  in tegra tor . To calcu late  the SNR 

c h a r a c te r is t ic s  of the system ( F i g .B . l ) , in a way sim ilar to  

that given in Section  2 .4 ,  the frequency domain ch aracteristics  

of q u a n tit ie s  l ik e  f ( t ) ,  £ ( t ) ,  0 ( t ) ,  B (t) , G i(t ) and fit) are 

taken as f(w ) , t t ( w ) , ' o ( w ) ,  B(w ), Gi(w) and f f w ) , re sp e c t iv e ly .

The equations governing the system in the frequency domain are,
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-i£(w) = f  (w) -  B(w)

B(w) = 0(w) x l / jw .

N(w) = f(w ) -

/here N(w) i s  the noise power density in the message band. Now,

i2(w) = f(w ) - O(w). l / jw .

>r i ‘ (w). G]_(w) = f(w).  G;j_(w) — O(w). 1/jw. G1 (w). . . .  (B .2).

.£> 4 . he re ce iv e r  f i l t e r  is  assumed to  have a brickwall characte- 

-t ics  with a c u t -o f f  frequency at f 0 , then

r 1, fo r  M  ^  ooo

Ĝ  (w) = «

0, f o r  1̂ 1 >^0

and f ( w ) ,  G^w) = f(w) in the pass band.

Vernation (B.2) i s  modified as

iS(w). Gi(w) -  f (w) -  f fw)

= N(w).

because 0(w). 1 /jw . G^(w) = f(w ) at the rece iver .

The modulator has an abrupt n o n lin e a r ity , and the assumed error 

waveform, is  rectangular in  nature. The power spectra l density 

of th is  random error  waveform, varying between the lim its  + Ve , 

can be found by reso lv ing  i t  in to  a product of two components. 

One component i s  a regular rectangular waveform which is  multi­

p lied  by the other component o f random amplitudes (with a mean 

zero value and peak l im its  of + Ve ) . The amplitude component
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vn.ri.es randomly around zero with, a p rob a b il ity  defined by p (y ).

The c o r r e la t io n  function  o f  th is  o s c i l la t in g  function  is  U-1 , where 

u-1' i s  the mean square amplitude of the pulses for  the probability  

d is t r ib u t io n  assumed. The power density spectrum of the error 

waveform is  /  therefore , given as.,

Ne w =

when -£>r ( jw) = Fourier transform o f  the regular rectangular

pulse

T  = i / f r . where f r i s  the PRF.

et ( j - ; . t 2. S'Ua n y  j  lq  'Y 
a /  a.

f o r  a rectangular pulse o f  unit he ight, the power density spectrum

. . .  (B .3 )•

heref ore the noise power N in the message band is

HI

2ir

i
~^o

r
—  c0o

vx r w<>= T tt • J T - CO *  i iw  i
U<< cJo <̂1 j

N __ (VO- . .  (B .4 ).
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and the rras noise voltage is

K  ( ^ f .  ( w J 2 . . .  (B.5)

m

- p .

I f  the frequency of the message signal is f m, then f r / f* r
number of pulses occur during the f u l l  period of the input signal, 

dea lly  only h a lf o f these i . e .  f j» /2 fm pulses are responsible 

building up the signal from negative peak to  the p os it ive  peak. 

Trie rras value of the signal v o lta g e , then, is

Sv = k . ^  . ( fr /zf^) . . .  (B .6).

r h~-e K is a fa c to r  of p rop ortion a lity  depending on the input 

rdrnal amplitude. The value of K is unity fo r  the maximum input 

s igna l amplitude that the system can handle without overloading.

T herefore , the rms signal to noise r a t io  f o r  the A-M system

C  ̂ . . .  (B .7).

I f  i t  is  assumed that a l l  e rror  amplitudes are equally probable 

between the l im it s  + Ve , the mean sauare amplitude (Z1 ( f o r  the 

p rob a b il ity  d is t r ib u t io n  of amplitudes p (y )) i s  found to  be Ve^/3. 

S ubstituting  the value of u-2 in the equation B.7,

[ s v / n „ ]  = o . w  k .  ••• | B ' a ) -

To • Jtru
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This re su lt  agrees w ell with the SNR obtained by De Jager and

evaluation  proceeds in a sim ilar fash ion , except that the signal 

build up is  now d i f fe r e n t .  Each pulse (p o s it iv e  or negative) 

lu i ld ?  up a ramp voltage at the output of the in tegrator , and the 

f in a l  height reached is  the sum of a l l  ramps produced. Hence, 

the peak s igna l b u i lt  up by the q pulses is

others. The SNR, e q . (B .8 ) ,  i s  d ir e c t ly  proportional to  ( f r )3/ 2 

and inversely  proportiona l to f m.

Considering the system with double integrator the SNR

.  . . (B. 9 ) .

where q = f r / 4 f m

untion(B .9) can now rew ritten  as

2
S’-cw.ce.IS] PEAK

(B.10)

The noise waveform, instead of being rectangular, is  now assumed 

to  tr ia n g u la r ,  and the noise voltage i s  c a lc u la t e d  according to 

enuation 2 .2 6 (b ) .  The SNR, then, becomes,

5/2
• • • (B . l l )

I f  a s ing le  in tegrator  is  used at the re ce iv er ,  e n . (B . l l )
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d l l  be m odified . As the SNR w i l l  be proportional to  l/fm  and 

iot to  l / f m2 , the SNR, according to  De Jager, comes out to  be

S0/N0 = 0.026

* f o
2 . . .  (B»12)

rnu .. c
1. Li o  u

• . 5/2i s  proportiona l to  ( f  r ) , and ths improvement in SNR 

with the increase o f PRF w i l l  be 15 db /octave . Whereas, in the 

s ing le  in tegrator  system, the improvement in SNR is  only 9 db/ 

octave (s q *B.7 ) .  At about 100 Kc/s PRF, the double integrator 

has 10 db higher SNR than the single' in tegrator.

Use of a double integrator network in the feedback loop 

and the re ce iv e r  {e ith e r  with or without p r e d ic t io n ) ,  presents 

some serious d i f f i c u l t i e s .  The output at the higher frequencies 

o f  the message band is  severely  reduced. This w il l  resu lt  in an 

o ^ r lo a d  at lower input le v e ls  of the higher frequency input 

s ig n a ls .  The SNR w il l  be very poor because there is  no matching 

between the output and the input, and the feedback does not func­

t io n .  No doubt the lower frequencies w i l l  be reproduced fa i r ly  

w e ll ,  but l i t t l e  advantage can be taken of th is  fa c t .  The input 

has to  be decreased t o  a lev e l  where the highest-speech frequency 

does not overload the system. At such input le v e ls ,  the SNR at 

the lower input frequencies is  a ls o  quite poor.

A 12 ab /octave change of slope in the feedback network 

w i l l  a lso  lead to  in s t a b i l i t y  and o s c i l la t i o n s ,  as mentioned 

e a r l i e r .  A m od ifica t ion  of the system w i l l  con sist  of using only 

a s ing le  in tegra tor  at the re ce iv e r ,  and retain ing the double
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in tegrator (with p red ict ion ) in the feedback loop. This does not 

in ter fere  with the advantage obtained in approximation of the s ig ­

nal at the transm itter. The received output w il l  have the same

frequency c h a r a c t e r is t i c s ,  i . e . ,  a f a l l  of 6 db octave, as the
40re^n power spectrum of speech signals . This is d es irab le , and 

quite s a t is fa c to r y ,  i f  only the speech signals are being transmi-
4 - Jp*1/ O w U  |

B .1 .2 . i^tefoOMENTAL RESULTS.

The A-M system has been extensively  tested fo r  speech 
41,42 ,43,44

t,yoe of s ig n a ls ,  / and a PRF of about 60 Kc/s has generally 

been found adeouate fo r  a f a i r ly  good reproduction. The variation  

of SNA with input signal le v e l  for a 1 Kc/s sinusoidal signal is 

eh own in F ig .B .5 ,  fo r  a PRF of 60 and 40 K c/s . The best SNR at 

the optimum input is  32 and 28 db, re sp ec t iv e ly .  The SNR d e ter io ­

rates for  lower input le v e ls  and the dynamic range of input fcr  

an output SHR of 25 db is  13 and 9 db, at the PRFs of 60 and 40 

K c / s , r e sp e c t iv e ly .  The varia tion  of ofitput with the input signal 

frequency is  shown in Fig.B#6, where i t  i s  seen that the output 

decreases by 6 db for  an octave change of f m. These resu lts  have 

been taken from Lender e t c .  and a f i l t e r  at a c u t -o f f  frequency of 

250 c /s .u s e d .  The va r ia t ion  of SNR with f m is also shown in the 

same f igu re  a n d  i t  is seen that the SNR f a l l s  by 8 db at the 

higher frequency compared t o  the SNR at the 1 Kc/s signal* Varia­

t io n  of SNR with PRF is  shown in F ig .B .7 , for  both the single and 

the double in tegra tor .  The th e o r e t ica l  increase in the SNR with 

PRF is  shown dotted  in the f ig u r e .  The experimental resu lts  have
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approximately the expected slope of 9 db/octave fo r  the single 

in tegra tor , and 15 db/octave f o r  the double integrator.

The SNR fo r  the FM and the band lim ited noise signals 

w i l l ,  in  genera l, be le ss  by about 8 -  10 db, as compared to  

U e  optimum SNR for the s inusoida l frequency.

A-IM SYSTEM.

As shown above, the A-M system is  not always suitable 

for  the transm ission of the signals (s p e c ia l ly  the low frequencies) 

in d ig i t a l  form. To compensate for  the unavoidable d if fe r e n t ia t io n  

of the input s ignal in A-M , the A-IM system has a signal 

in tegra t ion  process added at the input to  the A-M . A rearrange­

ment of the blocks in th is  modified system (mainly to  make the 

process of in tegration  re a l iz a b le  by ordinary networks), gives 

the A -IM  system as proposed by Inose e t  a l .  A block diagram of 

the A-IM system is shown in F ig .B .8 , whe re the input to the 

in tegra tor  is the d iffe ren ce  of the input signal f ( t )  and the 

output pulse s ign a l 0 ( t ) .  The error  s ignal S ( t )  is  the integrated 

output of the d if fe ren ce  c i r c u i t ,  that i s ,

Ths pulse modulator compares the amplitude of the E (t )  with a 

predetermined reference l e v e l ,  and opens the gate to pass a pulse 

from the pulse generator only when the error signal i s  larger than 

the reference  l e v e l .  For the amplitude of J3(t) less  than that of

r

the referen ce  l e v e l ,  the gate c loses  and there is no pulse at the
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output. Through the negative feedback the integrated d ifference  

... i~-> always kept c lose  to the reference leve l  of the modulator,

provided, there is  no overload. As the amplitude of the input 

■°.u-'.nal becomes la rger ,  the output pulses appear more frequently. 

m  other words, the output pulses carry the information correspon- 

d.'np- t o  the input signal amplitude.

At the re ce iv e r ,  the pulses are reshaped and passed through 

n Icnv pass f i l t e r  to  recover the s ignal. As no integration  process 

is involved in the re ce iv er ,  no accumulative error due to  transmi­

ssion  disturbances resu lts  at the output. Unlike the A-M system, 

where the allowable input signal amplitude that does not overload 

the system i s  inversely  proportiona l t o  the signal frequency, the 

maximum allowable amplitude in A-XM is  independent of the signal 

'freouency. The maximum s igna l amplitude allowed is  proportional 

t o  the product of the amplitude ana the number of the output pulses. 

The in tegra tor  in the forward path of the transmitter could be 

e ith e r  a s in g le  or a double in tegra tor , or any other signal proce­

ssing network favourable to  the system of transmission.

S .2 .1 .  0 OPING QH AH AC TER 1STICS OF A-XM SYSTEM.

Proceeding in a manner sim ilar to  that given fo r  the S -̂PCM 

find A -M  systems, the analysis of A -X M  can be simply accomplished 

as fo l lo w s .  Denoting the frequency domain ch a ra cte r is t ics  of f ( t ) ,  

3 ( t ) ,  0 ( t ) ,  G l ( t ) ,  and f  ( t )  , by f (w ) ,  D(w) , 3(w) , 0(w) , Gi(w) 

and f  (w) , r e s p e c t iv e ly ,  the frequency domain equations f o r  the 

system with s ing le  in tegration  can be w ritten  as
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D(w) = f(w ) -  0(w)

E(w) = D(w). 1/jw 

il(w) = f(w ) -  . f(w)

■here N(w) i s  the noise power density in the message band. Now

jS(w) = D(w). l / jw  = [ f (w )  x l / jw  -  O(w). l/Jw]

or jw. 3(w) = f ( w )  -  0 (w)

or jw. i3(w). Gi(w) = f (w ) .  G]_(w) -  O(w) G]_(w)
. . .  (b . i :

f  r e ce iv e r  f i l t e r  is  assumed to have a brickwall characteris­

tic,- with a c u t -o f f  frequency at f 0 ,  then

1 , for  lw l ^

G n (w)

, for  |^1 >  03<

•aid f (v ;) .  (^(w) » f(w) in the pass band. As the rece iver  

cDnei -tr' of only a low pass f i l t e r ,  0 ( w ) , 6 , ( * f  («*) > and 

equation (3 ,13) can be w ritten ,

j  «o. E(U>). $.(*">) = £(“>) -  f W  ••• (B. 14) •

_  N (cJ)

T h e  m o d u l a t o r  h a s  a g a i n  a n  a b r u p t  n o n - l i n e a r i t y .  T h e  

assured error  w a v e f o r m  1 *  r e c t a n g u l a r ,  a n d  i t s  a m p l i t u d e  r a n g e s ,  

between the p e a k  l i m i t s  o f  1  \  ( w h e r e  V e  i s  h e i g h t  o f  t h e  r e c t a n ­

gular p u l s e } w i t h  e q u a l  p r o b a b i l i t y .  T h e  p o w e r  s p e c t r a l  d e n s i t y  

of th is  r a n d o m  w a v e f o r m  c a n  b e  f o u n d  b y  r e s o l v i n g  i t  i n t o  a  p r p d u c t  

of two c o m p o n e n t s .  O n e  c o m p o n e n t  i s  a  r e g u l a r  r e c t a n g u l a r  w a v e f o m ,
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which i;3 m ultip lied  by the other component of random amplitudes 

(with a mean zero value and peak l im its  of + Ve ) . The amplitude 

component var ies  randomly around zero with a p robab ility  defined 

by p( y ) .  The co rre la t ion  function  o f  tffis  o s c i l la t in g  function 

i °  O-3, , where U-1 ' i s  the mean Square amplitude of the pulses 

f o r  the p ro b a b il i ty  d is tr ib u t io n  assumed. The power density 

-otrum of th is  e rro r  waveform is  the same as that given in 

, ( i i .3 ) .  Therefore, the noise power in the message band, from 

in ti on (B.14) , i s ,

r- r*

N = -f-zir 'E
~u>0

2
NE (w) , ( j

i>z T /'U>°
X T

S * *  / t±X. i s  almost equal to  one, there fore ,
2 '  Z

j *  * ■ S  ••• ( B - i 6 )

K
d the m s boise  voltage

. . .  (B.17)

I f  the pulse width of 0 ( t ) is  equal to the sampling 

period , the dynamic range of the input signal is

2 V e / r  -  ^  • i+ ’ ** (B,I8)
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ng the ra t io  o f peak to  peak amplitude of the Sinusoidal 

input signal to  the dynamic range as M, the mean signal power is
plven by,

S = ^  / * t
. . .  (B .19)

the rms s ign a l voltage Sy is

S v .  V e M /r  « Ve-M.f,
V 1 . . .  (B.20).

: ' ;e re fore ,  the rms signal to  noise ra t io  fo r  the system is

ve .H f f -  I
[ S v / w v]  = - j % - -  j 3(z- -*.yiz (B-2 1 ) -

I f  i t  is  assumed that a l l  error amplitudes are equally 

probable between the l im its  ±Ye , the mean square amplitude Is 

found to  be Vq2^ .  S u bstituting  th is  value of tf2 in the equation
313,21},

3/2
[ S v /N v ]  = M’ T f  ••• (B.22).

Thi •• i:-; the same result as given by Inose et al* The SNR varies 

as (f-r ) ,  s im ila r  to  A-M system, but the SHR i s  seen to be 

independent of the input s ign a l frequency.

I f  a double Integrator network is  used in place of the 

s ing le  in te g r a to rt a s im ilar analysis of the system w i l l  s h o w  that 

the c*iJR is now proportiona l t o  ( f r )^ /^ , but s t i l l  independent of f in'
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* .-.j m -.JuxX j L T c *  •

The va r ia tion  of SNR with input le v e l  variations of a 

r*T!ifoidal s ignal is shown in F ig.B .9 fo r  a PRF of. 60 and 40 Kc/s. 

;'no best bN^ i s  29 db and 23 db, and the dynamic range of the 

irrni.t vo ltage  f o r  an SNjx above 20 db is  15 and 9 db, fo r  the 

i ’;. of 60 and 40 Z c / s , r e sp e c t iv e ly .

The varia tion  .of the output voltage with the input signal 

’!‘ r'3"’ U.ency i s  shown in F ig .B .10 (s o l id  curve), and i t  is  seen that 

t h?re irj no frequency d is t o r t io n  in A -I M  « The variation  of SNR 

v>iM: s ignal frequency is  a lso  shown in the Fig.B.10 (dotted curve) 

in:;, i c  independent of the s ignal frequency. The variation  of SNR 

with PiiF is  shown in F ig .B ,11 and i t  is  seen that the SNR increases 

by 0 db/octave change of PRF, as expected from eq .(B .2 2 ) .  The 

abovp resu lts  have been quoted for the single integrator only*

The d ou b le - in teg ra tor -  A -H M  system shows poorer SNR than 

tnc-j o of the s in g le - in te g r a to r -  A -X M  system at PRFs lower than 

270 Fc/ p . As the improvement i.n SNR in the double integrator 

system is  15 db/octave change of PRF, the double integrator per- ' 

fcrrv- w ell at very high PRF s. The v a r ia t ion  of SNR with PRF for  

the double in tegrator  i s  a lso  shown in the F ig .B .11. The l in ea r ity  

in the input-output voltage is  quite good.

From the ch a ra c te r is t ic s  given above, i t  can be concluded 

that the A-HM  system is  very su itab le  f o r  transmitting t e le ­

met ring s ign a ls  and w il l  be quite adequate f o r  speech transmission 

at 60 -80-K c/s  PRF.
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i3 * O * U >..'0 «L Oi'T *

Both the A-M  and A -X M  s ystems are very simple in 

c i r c u i t r y .  The systems are comparable to  AQ.-PCM at lower PRFs, 

hut ai the improvement of SNR in AQ.-PCM is  very rapid with an 

increase of the equivalent PRF, the AO,-PCM system is better 

than these systems at higher PRFs. The A -M  system has an over- 

j. D«d c h a ra c te r is t ic  which is  proportional to  the input signal 

f - ’Pnuency and the resultant SNR and output are poor at higher 

i\;:. The use of A-I'i system, f o r  transmitting wideband signals 

in not p o ss ib le  i f  the frequency d is to r t io n  normally obtained 

ic  above the allowable l im it .  However, the A-M system has been 

found adequate f o r  speech transmission.

The A -X M  system overcomes the defects of the frequency 

di; t o r t io n  and overload in the A-M system and has a comparable 

ULa. The b iggest advantage of A-XM system l ie s  in the practica ­

b i l i t y  of d .c .  transmission and hence, the choice of A -X M  f o r  

the transm ission of telemetry s ign a ls . The lower >̂i'iR in the

has been obtained, poss ib ly  because the equalisation  of 

the v a r ia t io n  o f  the SNR with f m has been done at the SNR 

obtained at the highest signal frequency. A de fin ite  improvement 

in the system is  p oss ib le  i f  the equ a lisation  is  made for  the 

at the centre o f  the frequency band.

De Jager has shown that a double integration  network 

{with p re d ic t io n )  in the feedback loop gives a better  SNR than 

the system with a single integrator only. Inose , on the otter 

hand, has used a simple double integrator (no pred iction ) , and
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s r esu lts  are poorer than the single integrator re su lts ,  at 

af’t at Profs below 200 K c /s . The time constants of the integra­

nt networks, and the consequent 12 db/octave slope of their  

equency response, has to  be decreased to  avoid o s c i l la t io n s ,  

i s  may be the reason f o r  the poorer resu lts  with the double 

tegrator  as reported by In ose . Both these systems have, 

wever, been reported to  be suitable fo r  transmission of 

lev  is  ion s ig n a ls ,  where the advantages of a simple c ir cu it  

e very marked.
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APPENDIX 0.

TriUIiOATiSD NORMAL DISTRIBUTION.

The p rob a b il ity  density of a normal d is tr ibu tion  with 

in zero and standard dev ia tion  <r , truncated at + Kcr* , 

o'i yen by

-xYz<rz + Kct' 
r

|-2TTcr3 \J 2-TTcr2-

_X1/2cra'
.Mx

the Mean Square Deviation for  th is  d istr ibu tion  is

2

%

Kcr~
r

X 2', } K c r )  o(x_

the su bst itu t ion  jc-JUo^ , the value of is
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t r = CT'*/ (  k Z/ 2  , 3 / z )

Y 0 7 * ,

■nere y ( ^ X ,  i s  the reduced incomplete /  in tegral

- x .  n - i  j .  
e  x  d x  r /K'- X  yu-1 1

Ix.

tuiidardising the truncation  interval by taking = l ,

v a l u e of l< = t/<^ , and

%  = -

able N o .l  gives P(k) 5

5 J  7 ^- 0 0

-T^jie
46

»r d i f fe r e n t  K. and table 1 and 2 gives

tie nee

a -  c r

i ( u .

The Table 1 below shows the computations f o r  0^ 

’responding to d i f fe re n t  amounts of truncation .̂oC »

the

c >
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A comparison of en tries  in columns 4 and 10 shows 

that, fo r  a truncation  e rror  oi. = lo5^ <r'Z and <7 ,̂
a /  2.

are p r a c t ic a l ly  equal, the ra t io  cr/ ĉ Y being 1.0024. This 

corresponds to  a crest fa c to r  of 3.90. Making the crest fa ctor  

~;Tual. t o  4 only improves the agreement and hence the conclusion: 

I "  in the Normal d is tr ib u t io n  of amplitudes, a re s tr ic t io n  is 

imposed on the maximum amplitude such that i t  does not exceed 

:j p a r t icu la r  value of +K f o r  than, say, 3 in 105 , th is  trun­

cated Normal D istr ibu tion  w i l l  have approximately the same 

itus value as the Normal d is t r ib u t io n .
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O "0 iv,; i'll Jri- it Y  *

The th es is  gives an account o f  the experimental and theo- 

investigations  carried out on some pulse-modulation systems 

t in g  in nev? Slope-quantized Pulse Code Modulation Systems using 

ry and binary codes. The slopes of the signal waveform are 

:!zeo in to  groups of Ternary 3 leve l  or Binary 2 leve l pulses, 

r •n'vi.pal c h a r a c t e r is t i c s . t iz .^  performance with d ifferen t 

of input signals l ik e  s inusoida l, FM, noise and speech 

been investigated  and the transmission characteristics  of 

oc'ed s igna ls  through RF and Video channels have been analysed, 

v: r^'ll performance o f  the systems developed here have been 

roc w i t h  sim ilar  other systems, and the superior characteris- 

o f  these systems fo r  d ir e c t  applications in analogue to  

3.1 conversions and d ig i t a l  transmissions established. The 

ts of these investiga tions  are reported in the seven chapters? 

he appendices.

Chapter 1 starts  with a b r ie f  survey of the principal 

o t e r i s t i c s  of the e x is t in g  coded-pulse-modtilation systems 

rinps, out th e ir  l im ita t ion s . Ternary coding has been suggested 

ve some advantages over binary coding.

Chanter II  shows the advantages o f  the ternary code 

the binary code and d iscusses the p r in c ip le  of operation of 

-rnary Sq,-FCM system (without and with feedback) and the
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xy S>PCM system. The essen tia l d ifference  between the 

ry and Delta Modulation i s  a lso  pointed out. A the ore-

1 estimate of the quantizing-noise and hence, the s ign a l-to - 

'■ r a t i o  f o r  the two systems, has*been made. -The performances 

y "Viable and instantaneous compandors have been compared, and 

’ 1 theoretical  ca lcu la tion s  of the dynamic range and the SI3

iH'iae in th° cose o f  instantaneous compandors.

Chapter 111 deals with the ch a ra c te r is t ic s .o f  the 

■ ::y Ĝ -TGIv'. system with and without feedback. Complete 

' i t  diagrams of the systems are given. The results of tests
fi, T £.Ad i f f e r e nt  input s ignals  ?l ik e  s in u so ida l, F M 'noiser^and" speech 

V.-aer. g iven. The resu lts  include the GNR, the dynamic range, 

yin vs . frequency c h a ra c te r is t ic s ,  and input-output linearity  

h:, -e .tTvo systems. The power spectrum;.of 'the Ternary, pulses 

V-« -va shown. The spectrum at the input of the f i l t e r  is  also 
>'

Chapter IV gives the c ir cu it  diagram, and the gain vs. 

uenc.v response of the feedback network used in the Binary 

j;.;. The oer f  ormance ch a ra cte r is t ics  of the system has been 

anted fr.iT the same four types of input signals. A comparison 

1 ■ ^1nfi"'/ and Ternary system has been made.

Charter V discusses the transmission characteristics  of 

. s ig n a ls .  The e f f e c t  of channel noise disturbance on

/ id e o ,  xdii, and FSK transmission , schemes have been analysed, 

he l ig h t  of the transm itter power requirement?, several wideband
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-7 modulation schemes^like AM, FSK and PM_,have been discussed, 

t ^ i n g  e f f i c i e n c y  of the Binary and Ternary systems has been

lu.ated. The power and communication e f f i c ie n c ie s  have been

f  ‘ nee and evaluated fo r  the d i f fe r e n t  S^-PCM-RF modulated 

raheiiie0. Two schemes o f  TUK of 50,-PCM hsve been indicated.

Chapter VI compares the performance characteristics 

*C- , coding and transmission of the Ternary and Binary SQ-PC2«

, ! th other d ig i t a l  systerns like A"-PCM, A-M , and A-XNl . It
ihact

i '  ' t: own^the Ternary L -̂PCM at 40 Kc/s PiiF is  equivalent to  the 

lg It jil-PCr,' system , and Binary SQ-PGM at 40 Kc/s P-rtF is  equi­

valent to  the 6- d i g i t  A*-PCM but superior to  A - M  and A - X M

- tr- f\r, X r> f  r* p i ;  TP^  O ', . ' i - V O /  >'■ iT.CVi. ♦ - -

Chapter VII gives the general conclusions drawn from 

tb“ resu lts  of the previous Chapters. The overall characteristics 

::t the GQ-PCM systems are given in a tabular form together with 

ti>;? s im ilar  ch a ra c te r is t ic s  o f  the other systems. Some applications 

G -̂POU systems and future scope of work have been indicated.

Appendiy. A gives a b r ie f  review of the AQ-PCM systems.

I t  uenls v;1 th the q u a lita t ive  d escr ip t ion  of the A0.-PCM together 

’’.'5 th i t s  cod ing and transmission, ch a r a c te r is t ic s .

Appendix B gives a b r ie f  review of the A - M  and ^i-XM 

;'iS and me in ly  deals with th e ir  coding characteristic^..rr 4- ,

Appendix C shows the e rror  produced in truncating a 

'ormal d is t r ib u t io n  curve at a point approximately foui tim^o it. 

standard d ev ia tion .
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