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SYNOPSLS

In recent past there lhus been a congiderable
grow th in the developments of op timum seeking methods
for the general nonlinear programming problem (P)

(P) ninimize f(x)
subject to h(x) = 0
and g(x) £ 0,

where xeRn, f: B R, h:Rn--pRm and g:Rn—)Rp.

Many computational tecimiques have been invented
for solving (P); usually if the first order derivatives
of the problem functions are available, the gradient re-

lated methinds are generally favoured,

The dissertation analyses the methods for solv-
ing (P) that are relatively new, The aim of the disser-
tation is ® study some combinations of the existing
algori thms, The algorithms proposed here attempts to
obviate the disadvantages of a certain algoritim by com~
bining it with ano ther,

A brief outline of the work follows as under :



The review of relevant past research on the methods
of reduced gradient and penal ty function approach for solv-

ing (P) is given in the two sections of the introductory
¢chap ter.

in the second chapter we consider a mixed nonlinear
and linear programming problem. The motivation of the me-
thod presented in this chap ter being that the transforma-
tion methods which convert a constrained problem into an
uncons trained one generally destroy the struc ture of the
problem. Movemen ts in a nonlinear constraint mani fold
involve great difficultles where as efficient procedure
exist for tackling the linear constraints, This chapter
aims to preserve the highly effectlve simplex like method
of working with the linear constraints while absorbing the
nonlinear constraints in the penalty objective. An anal-
ysis of the method is developed which proves that the
generated séquence of points converge to the local minima
of the mixed problem considered. Some numerical examples
are worked out to illustrate the procedure.

The third chapter deals with the method for solv-
ing (P) which combines the generalised reduced gradient
teclmique and the penalty functlon. approach. The res tora-
tion of feasibility at each iteration in the reduced gra-
dient method for solving (P) causes a major difficulty



in the seirse that one requireg solving a system of nonlinear
equationsS . A& combination of steepest descent and Newton's

mgthod h&aas been used in this algoritom, Newton's move is
particulaaxrly designed t approacih the feasible region. The

cannonical local rate of convergence has been estublished.

The chapter four discusses and reviaws the difrfer~

ential descent method for weconstrained minimiza tion.

The chapter five incorporates constraints in the
di fferen thal descent metlods through reduced gradient.
This leads 1o & reduced differential descent method for
minimiza £i. on.

A £ ter giving a brier sumary of the exact penal ty
fmection me thod in chap ter six, wWe propose a new method
based on +the exact penal ty function approach.

Clhaap ter seven marks the conclusion of the thesis
with indica tion of itg performance, the scope and limi ta.
tion of the present work,





